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RESEARCH / REALITY



WHAT IS AI DOING?

Text generation: ChatGPTImage from text: Stable Diffusion

A nurse in front of a hospital A doctor in front of a hospital



• 50% of datasets are connected to 
12 institutions

• Aligned with WEIRD 
demographics (Western, 
educated, industrialised, rich, 
democratic)

THE WORLD AS AI SEES IT

Mozilla internet health report 2022



• The current paradigm conceives AI as rational system
o AI agents hold consistent beliefs; 
o AI agents have preferences, or priorities, on outcomes of actions; 
o AI agents optimize actions based on those preferences and beliefs.

• But… We act in context: including others and different situations
o We pursue seemingly incompatible goals concurrently
o We hold and deal with inconsistent beliefs 
o We often act motivated by altruism, fairness, justice, or by an attempt 

to prevent regret at a later stage. 
o We don’t maximize forever: good is good enough

AI AS WE CONCEPTUALISE IT

Stuart Russell and Peter Norvig.Artificial intelligence: 
a modern approach. PrenticeHall, 2010.

Virginia Dignum. Social Agents: Bridging Simulation and 
Engineering. Communications of the ACM, November 
2017, Vol. 60 No. 11, Pages 32-34



RESPONSIBLE AI: WHY CARE?

• Many AI systems act autonomously in our world
• Manipulation of language is not a proxy for intelligence
• Eventually, AI systems will make better decisions than humans

AI is designed, is an artefact

• The question zero is 
‘Should AI be used here?’

o Who should decide?
o Which values should be considered? 
o Whose values? How to prioritize?



• Human-like? 
o Why? 
o What does this mean? 

• Tool?
o For what? For who?

• Simulation or operation?
o Understand intelligence by building intelligence, or
o Active intervention in real world

• Normative or descriptive?
o Do as we say or do as we do?

WHAT IS AI?



WHICH DECISIONS SHOULD AI MAKE?

HOW SHOULD AI TAKE DECISIONS?



user&machine

machine

WHO DECIDES? 

algorithmic

regulation

random

collaboration

infrastructures 
& institutions



IN AI WE TRUST?

Direct human evaluation
Model tuning by formal proofs

AI: Logic/
knowledge based

ML: Neural 
networks/

deep learning

Generative AI/ 
LLMs

Counterfactual evaluation
Model tuning by back propagation

Evaluation: ? 
Model tuning: ?



• Responsible AI is not a choice!
• Regulation IS innovation

o Technological innovation
o Organisational innovation
o Regulation innovation
o Governance innovation
o Social innovation

• AI Ethics is fundamental but tools for representation, 
reasoning and verification are lacking or are too isolated and 
specific

• Many initiatives, many statements, little grounding

WHAT ABOUT AI 
GOVERNANCE/ETHICS/RESPONSIBILITY?



• Coordination
o international standards to mitigate risks 

and optimize opportunities.

• Ethics
o Setting ethical guidelines ensuring 

respect for privacy, fairness, 
transparency, and human rights across all 
nations

• Economic Impacts
o reduce economic disparities and prevent 

unfair competitive advantages among 
nations.

GLOBAL AI GOVERNANCE



• Regulation as incentive for responsible innovation, sustainability, and 
fundamental human rights

o powerful stepping stone for innovation with societal benefits
o signaling expected ambitions enhancing innovation, competitive power

• Comprehensive and future-proof legal framework for AI development, 
deployment, and use, especially generative AI models with varying risks

• Demands for responsibility, accountability, and governance 
o Control organisational actors rather than technological results
o Public trust and accountability for errors in automated decision making, regardless 

of the complexity of AI algorithms involved

• Regulation / AI Act does not come in a vacuum
o Existing laws, directives, standards, and guidelines applicable to AI systems, 

products, and results
o Need for better understanding and integration of existing frameworks alongside 

introducing more regulation

• Avoidance of an "arms race" narrative in AI regulation 

WHY AI GOVERNANCE?



GOVERNANCE INITIATIVES  

Core values

Accountability

Innovation



GOVERNANCE INITIATIVES  
- MANY ROADS TO TRUST

Core value

Accountability

Innovation

Consumer protection

Risk Assessment
Auditing

Tech incentives

Human Rights

Interoperability
Inclusion and equity

SDGs / AI for good

EU AI Act
US executive order

United Nations
UNESCO

Council of Europe
OECD



AI ETHICS IS NOT THE TROLLEY PROBLEM!

VIRGINIA DIGNUM; EMAIL: VIRGINIA@CS.UMU.SE - TWITTER: @VDIGNUM

Better brakes
Better crossings
Better laws



WHAT IF PHILOSOPHERS DESIGN 
AUTONOMOUS CARS?

Aristotle’s car

Motives matter
(Do as the most virtuous 

driver does)

Kant’s car

Decisions matter
(Do not handle if your 

handling can hurt)

VIRGINIA DIGNUM; EMAIL: VIRGINIA@CS.UMU.SE - TWITTER: @VDIGNUM

Bentham’s car

Results matter
(Save the most lives possible)



• Not philosophising about ethics
o Ethics is not about the answer but about recognizing the issue
o Ethics is a (social) process not a solution

• Not technification of ethics
o Your implementation does not ‘solve’ ethics
o It is a (context specific) solution for a possible interpretation

• It is about choices, priorities, tradeoffs
o Accuracy / Explanation
o Accuracy / Computational resources
o Security / privacy
o Equity / equality
o Long term benefit / Short term
o …

RESPONSIBLE AI – MORE THAN ETHICS



• Creative industries
o Content generation is a commodity accessible to everyone
o Is art the process or the result?

• Programming / CS
o Code generation
o What are skills needed when models are truly not understood? 

• Education
o Assistive self-learning
o Lost skills (long division?)
o Is knowledge the ability for reflection or for problem solving?

• Science
o Lab automation / hypothesis crunching 
o Is scientific advance about the results or about the knowledge creation?

• Politics
o Simulating the ‘average person’ / data tell us all we need to know
o The voice of the people  or service to the people ?

FUNDAMENTAL CHALLENGES

multidisciplinary
innovation

needed!



• Development of AI
o The tech requirements

• Use of AI
o The license to operate

• Context in which AI is developed and used
o The rules of the game

• Global efforts
o Sustainability
o Inclusion and participation
o Diversity
o Distribution of benefits and costs
o Agenda 2030 - SDGs

TRUSTWORTHY GOVERNANCE

political will and 
innovation

needed!



• Predictable
• Transparent
• Formally Verifiable
• Robust to Adversarial Attacks
• Generalizable
• Resilient
• Interpretable
• Data integrity
• Safe
• …

PROVABLE TECHNOLOGY

multidisciplinary
innovation

needed!



RESPONSIBLE AI
IS ABOUT BEING EXPLICIT

• Design for Values
o Legal and ethical aspects are not an add-on

• Regulation
o External monitoring and control
o Agreements, contracts, norms

• Design
o Question your options and choices
o Motivate your choices
o Document your choices and options

https://medium.com/@virginiadignum/on-bias-black-boxes-
and-the-quest-for-transparency-in-artificial-intelligence-
bcde64f59f5b

https://medium.com/@virginiadignum/on-bias-black-boxes-and-the-quest-for-transparency-in-artificial-intelligence-bcde64f59f5b
https://medium.com/@virginiadignum/on-bias-black-boxes-and-the-quest-for-transparency-in-artificial-intelligence-bcde64f59f5b
https://medium.com/@virginiadignum/on-bias-black-boxes-and-the-quest-for-transparency-in-artificial-intelligence-bcde64f59f5b


DECISIONS MATTER!

safety

vehicles speed users behavior

fairness

resources opportunities

long termshort term equity
equality



GOVERNANCE - GLASS BOX
Desiderata for formal verification of 
ethical principles
• Domain-agnostic, to allow for adaptation 

to any application.
• Context-aware, to explicitly describe in 

which context a functionality relates to a 
value.

• Implementable, able to be encoded in a 
programming language.

• Computationally tractable, to allow for 
verification and monitoring in reasonable 
time. 

Tubella, A. A., Theodorou, A., Dignum, V., & Dignum, F. 
(2019). Governance by glass-box: Implementing transparent 
moral bounds for AI behaviour. arXiv preprint 
arXiv:1905.04994.



• Internal independence
o Cannot rely on internal structures
o Must assume computational and organizational implementations
o Validation

• Interaction independence
o Must enable for different approaches
o Human in/out/on the
o Verifiability

• Auditing independence
o Computational / formal verification
o Institutional arrangements
o Contractual commitments

DESIGN CRITERIA



GOVERN AND VERIFY - GLASS BOXES

• Verify limits to action and decision

• Define the ethical borders
o Formal
o Monitoring input – output

• Governance
o Monitor 
o “block” undesirable 

in out

Principles

Principles

Principles

compliance

compliance

compliance



EXAMPLE - FAIRNESS

• Value: Fairness

• Norm: Equality

• Implementation:
o Output evaluation

(1) P(job | female) = P(job | male)

• Governance
o Cut-off
o Flag-out

Equality

University 
Employment 
Agreements

compliance

compliance

(1)

Dutch Law



GOVERNANCE TRANSPARENCY
extending (TC King et al, AAMAS 2015)

We can also check 
consistency of 

supervising 
entities!



FORMALISING THE GLASS BOX: COUNTS AS

We will use two operators:
• “A counts-as B in context c” by definition: constitutive counts-as.
• “A counts-as B in context c”: classificatory counts-as.

These operators admit a formalisation in multi-modal logic.

• Answering the question “does A count as B in context c in the Glass 
Box?” is equivalent to checking whether the implication  A -> B 
holds propositionally with the assumptions of c.

• This means that we can reason about what holds in the Glass Box in 
reasonable time (well within the reach of SAT-solvers and answer 
set programming approaches).

Tubella, A. A., Theodorou, A., Dignum, V., & Dignum, F. (2019). Governance by 
glass-box: Implementing transparent moral bounds for AI behaviour. arXiv 
preprint arXiv:1905.04994.



DESIGN FOR RESPONSIBILITY

values

norms

functionalities

interpretation

concretization

Evaluative

Measurable

Implementable

VIRGINIA DIGNUM; EMAIL: VIRGINIA@CS.UMU.SE - TWITTER: @VDIGNUM

Verdiesen, I., Aler Tubella, A., & Dignum, V. (2021). Integrating Comprehensive 
Human Oversight in Drone Deployment: A Conceptual Framework Applied to the Case 
of Military Surveillance Drones. Information, 12(9), 385.

Pigmans, K., Aldewereld, H., Dignum, V., & Doorn, N. (2019). The role of value 
deliberation to improve stakeholder participation in issues of water governance. Water 
Resources Management, 33(12), 4067-4085.



Back to the future?! (PhD 2004)
o Agreement technologies
o Normative multi-agent organisations
o Logic of organisations

Distinguish society/collective aspects from individual issues
• Role: explicit, agreed, description of the part in the interaction
• Actor: individual capabilities, abilities, enhancement of role

o AI/Robot
o Human
o Organisation

• Play: unique instance of the interaction of role-enacting actors

PROVABLE INTERACTION - THE OPERA APPROACH

Dignum, Virginia (2004). A model for organizational interaction: based on agents, 
founded in logic. Utrecht University.



• Contracts
o Abstract from internal ‘operation’
o Support autonomy
o Impose constraints and expectations
o regulate behavior among agents
o Require control / trust (3rd parties)

TRANSPARENCY AS CONTRACT

OperA!



WHO IS RESPONSIBLE?
• “Program Committee members must return their reviews before the deadline”

o Each PC member make a review

• “Project team member must file in a meeting report within 48 hours after the 
meeting”

o One report for the whole team

• “Children below 16 are obliged to attend school”
o Children must act, parents are blamed

Aldewereld, H., Dignum, V., Vasconcelos, W. (2016). 
Reasoning with Group Norms in Software Agent 
Organisations. COIN 2015



• Formal language for integrating socio-ethical values into AI, detailing norms and 
requirements to better align AI with societal expectations. 

• Feedback architecture to monitor AI-driven predictions and decisions against these norms 
and ethical standards. 

• Framework for evaluating the contestability of black-box predictions, enhancing oversight 
and assessment capabilities for decisions by autonomous systems.

CONTESTATION AI DECISIONS



• Based on argumentation theory
• Types of contestation arguments:

o T1: values. Eg. the decision is not fair.
o T2: norms. Eg. people in my income bracket have been approved.
o T3: factual errors. Eg. you have claimed that I am unemployed, but I actually 

am, here is employment record
o T4: instantiating errors. Eg. you operationalized the norm wrong, you 

implemented the norm wrong, you selected the wrong norm.
o T5: misplaced counts-as. Eg. you have assumed that my children are 

dependent, but they are grown up.
o T6: similarity. Eg. you have said yes to a person who has the same properties 

as me.
o T7: counter examples. Eg. you said that this was the only way to accomplish 

X, but here is another way to do it.

CONTESTATION FORMALISM





• Ensuring Trust and Accountability
o Formal approaches enable predictable, transparent, and verifiable AI 

systems.

• Advancing Governance and Innovation
o Formal methods facilitate the integration of comprehensive human 

oversight and the evaluation of AI's ethical impacts, and support 
contestability, explanation and comparisons

• Promoting Global Standards and Equity
o Formal approaches support the creation of universally applicable 

standards that respect diversity and ensure equity.

• Addressing Real-world Complexity
o Formal methods allow for rigorous testing and adaptation of AI 

systems to various real-world conditions, enhancing their resilience 
and effectiveness.

FORMAL APPROACHES IN RESPONSIBLE AI



THANK YOU!

virginia@cs.umu.se

Twitter: @vdignum
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