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Abstract

The Principle of Minimal Change is prevalentin
various guisesthroughoutthe developmentof ar-
eassuchasreasoningaboutaction, belief change
andnonmonotonigeasoningRecentiteraturehas
witnessedhe proposabf severaltheoriesof action
thatadoptanexplicit representatioof causality It
is claimedthatanexplicit notionof causalityis able
to dealwith theframeproblemin amannemotpos-
siblewith traditionalapproachebasedon minimal
change.

However, suchclaims remainuntestedby all but

representatie examples. It is our purposehereto

objectiely testtheseclaimsin an abstractsense;
to determinewhetheran explicit representatiomf

causalityis capableof providing somethinghatthe

Principle of Minimal Changeis unableto capture.
Working towards this end, we provide a precise
characterisatioof thelimit of applicabilityof min-

imal change.

1 Intr oduction

The problemof reasoningaboutactionandchangehasbeen
oneof the major preoccupation$or artificial intelligencere-
searchersincethe inceptionof the field. One of the early
tenetsapplied when reasoningabout such phenomenavas
that as little as possibleshould change in the world when
performingan action, what we might call the Principle of
Minimal Change.! This principleis manifestin mary guises:
preferential-stylesystems[Shoham, 198§, persistenceap-
proachegKrautz, 1984, circumscription[McCarthy 198(,
etc. Overtheyears,aspect®f this principle have beencalled
into questioneadingto avarietyof suggestefixes:fixedver-
susvariable predicatesn circumscription,occludedfluents
[Sandevall, 1989, frame fluents[Lifschitz, 199d, to name
but a few. Moreover, in the more recentliterature explic-
it representationsf causalityhave found favour [Lin, 1995;
McCain and Turner, 1995;1997; Thielschey 1997. How-
ever, what is not clear—beyond somesimple representatie

Although, one might be temptedto say that the Principle of
Minimal Changes moregenerain scope.
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examples—isthe purchaseafforded by explicitly represent-
ing causalityover the more traditional minimal changeap-
proacheslt is thisimbalancethat this paperseekgo redress
in aclearandobjectivemanner In fact,theresultswe present
herehave furtherreachingconsequencesjiving a ratherlu-
cid characterisationf the extent of applicability of minimal
change By this we meanthat,givenaframework for reason-
ing aboutactionandchangejt will be clearwhethersucha
framawvork canbe modelledby minimal changeoncecertain
propertieof theframeavork canbe established.

We achiese our aimsthrougha correspondencbketween
two formal systemswhich we call dynamicsystemsndpref-
erential modelsrespectiely. Intuitively, the dynamicsystem
is an abstractmodelling of the dynamicdomainundercon-
sideration(the behaiour of which we wish to reasorabout).
Essentially this abstractmodel captureshe domainat hand
by aresultfunctionR(w, a) whichreturnsthe stategof the
domain)thatcould possiblyresultfrom the applicationof an
actionwith directeffectsa (i.e., postconditionsat theinitial
statew. A preferentialmodelon the otherhandis a formal
structurethatencodeghe Principalof Minimal Changein an
abstractandquite generalmanner With the aid of preferen-
tial modelswe areableto provide a precisecharacterisation
of the classof dynamicsystemsthat are amenablgo theo-
ries of action basedon minimal change;we call suchdy-
namic systemaminimisable Having a precisecharacterisa-
tion of minimisabledynamicsystemswe canthenexamine
whethertheoriesof actionadoptinganexplicit representation
of causality which we shall call causaltheoriesof actionare
capableof forms of reasoninghatcannotbe capturecby the
Principleof Minimal Changemoreprecisely we canexam-
ine whethercausaltheoriesof action are applicableoutside
the scopeof minimisabledynamic systems. According to
the resultsreportedherein, the logic of action proposedby
Thielscher[1997 is indeedapplicableto non-minimisable
dynamicsystemswhereasperhapsurprisingly McCainand
Turner’s causaltheoryof action[McCainand Turner, 1995
hasa rangeof applicability thatis subsumedy the classof
minimisabledynamicsystems.

In the following sectionwe introduceboth dynamicsys-
temsandpreferentiamodels.Moreover, we stateclearly the
notion of minimal change that we shall adopthere. In Sec-
tion 3 we examinethe formal propertieshatthe resultfunc-
tion of adynamicsystemmustobey in orderfor it to be min-



imisable Section4 presentananalysisof someof thetheo-
riesof actionfoundin theliterature.We endwith adiscussion
andconclusionsincluding pointersto future work.

2 Dynamic Systemsand Preferential Systems

As mentionedabove, the main resultsin this paperwill be
achieved by demonstratinga correspondencéetweentwo
formal systemsThefirst, calleda dynamicsystemis mean-
t to sene asa generalabstractionof domains(suchasthe
blocks world, or the domaindescribedy the Yale Shooting
Problem etc.), for which theoriesof actionare designedo
reasorabout. Our maininterestshall bein the propertiesof
the dynamicsystems resultfunction. In particular we shal-
| formulatenecessanand sufficient conditionsunderwhich
the systems resultfunction canbe characteriseéh termsof
an appropriatelydefinedminimisationpolicy. Minimisation
policies are in turn encodedby our secondformal system
calleda prefeential model Dynamicsystemsandpreferen-
tial modelsareformally definedbelow.

2.1 Dynamic Systems

Throughoutthis article we shall be working with a finitary
propositionallanguagel the details of which shall be left
open? We shalloftenreferto £ asthe objectlanguage. We
shall call the propositionalvariablesof £ fluents The setof
all fluentswill bedenotedoy F. A literal is eitherafluentor
the negationof afluent. We shalldenotethe setof all literals
by Z.. A stateof £ (alsoreferredto asan objectstate)is a
maximally consistentsetof literals. The setof all statesof
L is denotedby M. For asetof sentence&? of £, by [G]
we denotethe setof all statesof £ thatsatisfyG, i.e. [G] =
{r € M :rF G}. Finally, for asentencep of £ we shall
use[y] asanabbreviationfor [{¢}].

Definition 2.1 A dynamicsystemis a triple W = (S, A4, R)
whee,

¢ Sisanonemptysubsebf M, theelement®fwhich we
shall call valid states.

¢ A is a nonemptyset of sentence®f £. Theintended
meaningof the sentenceén A is that they correspond
to the postconditiongor direct effecty of actions. For
simplicity, we shall identify actionswith their postcon-
ditionsandreferto thesentences 4 asactions.

e R:SxA— 25, is calledtheresultfunction

Intuitively, theresultfunction R (w, «) returnsthe setof ob-
ject statesconsideredo be possibleresultantstatesafter ap-
plying the actionwith postconditionn atthe objectstatew.
If for acertainw, a, it happenshatR (w, o) =, thisis taken
to meanthata is notapplicableat w.

2.2 Extensionsof the Object Language

Despitethe mary differentways in which the principle of
minimal changehasbeenencodedMcCarthy 1980;Winslet-
t, 1988; Katsuno and Mendelzon, 1992; Doherty 1994;

2By alanguageyve intendall well formedformulaeof thatlan-
guage.

Sandevall, 1994, a featurethatis commonto all theseap-
proachess the existenceof an ordering < on statesused
to determinewhich inferencesare dravn aboutthe effect-
s of actions. In someof theseapproache$Winslett, 1988;
KatsunoandMendelzon,1992; Sandevall, 1996 the order
ing < is definedoverthe set M of objectstates.For exam-
ple, accordingto the PossibleModels Approach(PMA), the
ordering<,, associateavith an (initial) statew is definedas
follows: forarny r,r' € M, r <, r' if andonlyif Diff(w,r)
C Diff(w,r').2 Thereare however mary theoriesof action
for whichthe ordering< is definednot overthe setof object
statesput ratheroveranextendedsetof meta-statesConsid-
er, for example,a theoryof actionbasedon circumscription
[McCarthy 1980. Circumscriptions minimisationpolicy in-
ducesanordering< thatis definedover a setof meta-states
M., generatedrom the setof objectstatesM  with the
additionof the abnormalitypredicate Ab. More precisely if
the objectlanguagehasn fluents,andm actions,therewill
be 2™ objectstatesin M ; with the addition of the abnor
mality predicateAb, eachobjectsstatew “splits” into 27*™
meta-statesall of which agreewith w on the truth value of
then (object)fluents,anddiffer only on the valueof the ab-
normality predicateAb for eachpair of (object) fluent and
action. Thustherewill be a total of 27+("x™) meta-states
overwhichtheordering< is defined.

As we prove laterin this paper moving the minimisation
policy from objectstatesto meta-statesesultsin significan-
t gainsin the rangeof applicability of minimal changeap-
proaches.Given the major role of meta-statein our study
in therestof this sectionwe introducesomefurther notation
andformally definethe conceptgelatedto meta-states.

A propositionallanguagel’ is calledan extensionof £ if
andonly if firstly, £’ is finitary andsecondlytheproposition-
al variablesof £ areincludedin £'. If £’ is anextensionof
L we shallrefer to the additional propositionalvariablesof
L' (i.e.,thosethatdo notappeaiin £) ascontrol variablesor
control fluents* We shallsaythat £’ is a k-extensionof £,
for anaturalnumberk € IN, if andonly if £’ is anextension
of £ andit containspreciselyk controlfluents. Clearly, ary
0-extensionof L is identicalwith L.

For anextensionl' of £, any maximally consistensetof
literalsof £’ is calleda meta-state For a setof sentence$’
of £', we definethe restrictionof G to £, denotedG /L, to
bethesetG N L. Finally, we definetherestrictionto £ of a
collectionV of setsof sentencesf £’, denotedV /L, to be
the setconsistingof therestrictionto £ of theelementof V;
insymbols,V /L' ={G/L:G e V}.

2.3 Preferential Models

Having formally definedmeta-stateg& remaingo introducea
generaimodelthatencodeshe conceptof minimisationover
meta-states.

Definition 2.2 A preferentialstructurefor £ is a triple ¢/ =
(£',8',0) whee:

3For ary two statesw, z, Diff(w, z) denoteshe symmetricdif-
ferenceof w andz.

4Lik e the abnormalitypredicate control fluentsaremeantto be
variablesguidingthe minimisationpolicy.



e ['isanextensionof L.

¢ S'isanonemptycollectionof maximallyconsistensets
of literals of £'; we shall call the elementof S’ valid
meta-states

e ¢ is a functionmappingead objectstatew € M, to
a (partial) preorder over M, (the setof all maximal-
ly consistensetsof literals of £'); we shall denotethe
preorder assignedo w, by <,,.°

As mentioned earlier a preferential structure &/ =
(£',S',8) is meantto bethebasisfor encodingormally (and
in a quite abstractmanner)the conceptof minimal change.
More precisely let w € M, beary objectstate. The pre-
order<,, associatedvith w representshe compaative sim-
ilarity of meta-stateso w. Using <,, (andthe principle of
minimal change)onecanthendeterminethe statesR (w, a)
thatcanpossiblyresultfrom theapplicationof anactiona to
w by meanf thecondition(M) givenbelow:

(M) R(w,a) = (min([a]z, <w)NS') / L.

In the above condition, [a] ., denotesthe setof meta-states
consistentvith thesentencer andmin([a]zr, <) is theset
of suchmeta-statethatareminimal (“most preferred”)with
respecto <,,.

The intuition behind condition (M) shouldbe clear Es-
sentially we selectthosemeta-statesonsistentvith formula
a (representinghe postconditiorof anaction)thataremini-
mal underthe ordering<,,, filter outthe valid onesandthen
restrict theseto the languageof the dynamicsystemunder
consideration.

We shallsaythata preferentialstructureld = (£',S’, 6) is
a preferential modelfor the dynamicsystemW = (S, A, R)
if its resultfunction canbe reproducedrom i by meansof
condition(M); morepreciselyif andonly if for allw € S and
a € A, condition(M) is satisfied.If adynamicsystemi? has
apreferentiamodel M, we shallsaythat W is minimisable
moreaver, if thereare preciselyk control fluentsin £', we
shallsaythatW is k-minimisableor thatit hasa preferential
modelwith degreek. Clearly, if a dynamicsystemiV hasa
preferentiaimodelwith degreek for somek € IN it alsohas
apreferentiamodelwith degreem for ary m > k.

3 Minimisable Dynamic Systems

Ouraimin this sectionis to provide a characterisatioof the
classof minimisabledynamicsystemsin termsof conditions
imposedon theresultfunctionR.

Let W = (S, A, R) beadynamicsystemuw a statein S,
anda, o' ary two actionsin .A. Considerthe conditions(P1)
- (P3)below:

(P1l) Ifw e Sandr € R(w, a),thenr F «
(P2) IfweSandka+ o, thenR(w, a) = R(w, o)
(P3) IfakFd,weS, reR(w,d)andr € [a], then

r € R(w, a)

We shallalsouse<,, to referto thestrict (non-refleive) partof
<w.

Theseconditionscan be interpretedquite simply. Con-
dition (P1) saysthat the postconditionsof an action (i.e.,
«) shouldbe true at all possibleresultantstates. Condition
(P2)is anirrelevanceof syntaxconditionstatingthatactions
having logically equivalentpostconditionshouldpredictthe
sameresultantstates.Condition(P3) stateghatif a stater is
chosenasa possibleoutcomeof anactiona’, thenr should
alsobe chosemasa possibleoutcomeof any actiona which
is strongerthana’ andconsistentwith r. (NB: a - o' im-
plies[a] C [@']). Thislastconditionis similar to the choice
theoreticconditionknow as(a) in theliterature[Sen,1977.
Thesethree,simply statedconditionssuffice to exactly char
acterisethe classof minimisabledynamicsystems.

Theorem 3.1 A dynamicsystenis minimisablef andonly if
it satisfieghe conditions(P1)— (P3).

Theorem3.1 is the centralresultof this article. Whatis
perhapssurprisingaboutthis theoremis that it managego
provide a characterisatiomf minimality definedover meta-
statesvia conditionson the result function, which operates
on objectstates

The proof of Theorem3.1 is omitteddueto spacelimita-
tions. Themostinterestingpartof the proofis a construction
that,givenadynamicsystemi¥ with n fluentssatisfying(P1)
— (P3),generates preferentiaimodelfor W with degree2™.
An immediatecorollaryof thisis that,if adynamicsystemis
atall minimisable thenit is minimisablewith degree2™. We
shall call the smallestnumberk for which a minimisabledy-
namicsystemiW hasa preferentiaimodelwith degreek, the
minimality rank of W. As alreadymentioned the corollary
below follows directly from the proof of Theorem3.1.

Corollary 3.1 Theminimalityrankof a minimisabledynam-
ic systemwith n fluentsis no greaterthan2”.

Having provideda generakharacterisationf minimisable
dynamicsystemdy meansof (P1)— (P3),we shallnow turn
to specialcasesMore preciselywe shallimposecertaincon-
straintson preferentiamodelsandexaminetheirimplications
on minimisabledynamicsystemssia condition(M).

The first suchconstraintis totality on the preordersof a
preferentialmodel. More precisely we shall saythata pref-
erentialmodell/ = (£',S', 0) is linear if andonly if all pre-
ordersin @ aretotal (sometimegeferredto as connectedl
We shallsaythatadynamicsystemiV = (S, A, R) is strictly
minimisableif andonly if W hasalinearpreferentiaimodel.
In the presenceof (P1) — (P3), condition (P4) belon char
acterisegreciselythe classof strictly minimisabledynamic
systemsThetermR (w, A’) in (P4),whereA’ is asubsebf
A, is usedasanabbreviationfor J . 4 R(w, ).

(P4) For ary nonemptyA’ C A suchthatR(w,a') # @
for all o/ € A', thereexistsa nonemptysubsetB of
R(w, A"), suchthatR (w, a) = [a]NB, foralla € A
suchthat[a] C [A'] and[a] N B # 0.
Condition(P4) essentiallysaysthat, undercertaincondition-
s, a collectionof statesl containsa subsetB of “best” ele-
ments.Consequentlywheneeranactiona is suchthatall a-
statesarecontainedn V, andmoreover, amongthe a-states
therearesomeof the“best” elementf V, thenary statere-
sultingfrom a isamongthose'best” a-stateqi.e., R (w, ) =



[a] N B). Noticethat(P4)collapsedo the (muchmorefamil-
iar) condition (P4) below, whenever R(w, «) is definedfor
all pairsof statesw, andsentences:. In the principal case
howeverwhereR is definedoverapropersubsebf M, x L,
(P4) is strictly wealer than(P4).

(P4) If R(w,a), R(w,a') # 0, R(w,a) C [&'], and
R(w,a') C [a], thenR(w, @) = R(w, ).

This is essentiallythe (U6) postulateof Katsuno and
Mendelzon[1997. It is also found as property (3.13) in
Gardenford1988,p. 57].

Theorem 3.2 A dynamicsystenis strictly minimisablef and
onlyif it satisfiesgheconditions(P1)— (P4).

A direct consequencef the (only-if part of the) above
proofis thefollowing corollary.

Corollary 3.2 Theminimalityrank of a strictly minimisable
dynamicsystems no greaterthan1.

Corollary 3.2 shaws that by imposingtotality on the pre-
ordersof the preferentialmodel, we get very closeto zero-
minimisable dynamic systems. Very closeindeed, but not
quitethere.In this paperwe do not provide a completechar
acterisatiorof zero-minimisablalynamicsystemsasit is not
centralto our aimshere;we do however provide somepre-
liminary resultsin this direction. More precisely consider
the conditions(P5) — (P7) belowv (we implicitly assumehat
w € S in eachcase):

(P5) If ([a] —=S)UR(w,a) C ['], then[a]NR(w,a’) C
R(w, ).

(P6) If [a] C S, thenR(w,a) # 0.
P7) R(w,a)NR(w,a") C R(w,a V')

Condition (P5) saysthatif all non-valid a-statestogether
with thosea-states‘chosen”by the resultfunctionarecom-
patible with anotheraction’s postconditions(a'), then ary
a-stateschosenwhen performinga’ shouldalso be chosen
whenperforminga. Notice thatthis conditionimplies con-
dition (P3) above. (P6) statesthat the result function must
returnat leastonepossibleresultantstateif all statessatisfy-
ing the postcondition®f theactionarevalid. (P7)saysthatif
astater is chosemasa possiblenext statewheneithera or o’
is performed,thenr shouldalsobe choserwhenthe action
(with postcondition) V ' is performed.

Theorem 3.3 Everyzen-minimisabledynamicsystensatis-
fiesthe conditions(P1) — (P3), (P5)— (P7).

The corverseof Theorem3.3is nottruein general.How-
ever, for arestrictedclassof dynamicsystemsyhichwe cal-
| dense the conditions(P1) — (P3) and (P5) — (P7) suffice
to characteriseero-minimisability More precisely we shall
saythata dynamicsystemis denseif andonly if every sen-
tenceof the objectlanguagel correspondso anaction(i.e.,
A= L).

Theorem 3.4 If adensalynamicsystensatisfie{P1)—(P3),
(P5)— (P7),thenit is zeo-minimisable

We concludethis sectionwith abrief commentbn previous
framewvorksthatencodethe conceptof minimal change Per
hapsthe framewnork mostclosely relatedto our own comes
from theareaof theorychange andit is theonedevelopedby
KatsunoandMendelzon[1997 for modellingbeliefupdate
We shallleave a detailedcomparisorbetweerthe conditions
presentedhereinandthe postulateproposedy Katsunoand
Mendelzon(known asthe KM postulate} for future work.
Herewe simply notethat the main differencebetweenthet-
wo is thatthe KM postulatesare designedto apply only to
densezero-minimisabledynamicsystems.

4 Causality and Minimal Change

Recallthatoneof the mainmotivationsfor this work wasthe
desireto formally evaluateclaimsaboutthe strengthof causal
theoriesof actionover onesbasedon the notion of minimal
changeln this sectionwe usetheforegoingresultsto analyse
two of the mostprominentcausaltheoriesof action,thefirst
developedby McCainand Turner[1999, andthe secondby
Thielschef1997.

4.1 McCain and Turner

McCainandTurner[1995 have developedatheoryof action
that representgausalityexplicitly. In their framework they
introducea causalconnectve = where¢ = 1 canberead
as"“¢ causes)” andreferredto asa causalrule. Here¢ and
1) arepropositionalsentenceghatdo not contain=- (i.e., =
cannotbe nested).They thenintroducethe notion of causal
closure Cp(T) for a setof sentence§ with respecto a set
of causalrules D asthe smallestset closedunderclassical
deductionthatincludesI’ and appliescausalrulesin the di-
rectionof the“arrow” (i.e., no contrapositte—theinterested
readeris referredto the citation above for the full details).
The notation~, refersto the correspondingcausal)conse-
quenceelation: '~ if andonly if v € Cp(T). Theresult
functioncanbe definedusingthefollowing fixed-pointequa-
tion to befoundin McCainandTurner[1995.

MT) 7 € RET(w, a)iffr={p € 2
{a}rpp}

We cannow establisithefollowing results.

:(wnr)u

Theorem4.1 For any setof causalrules D, theresultfunc-

tion RY T (w, «) definecby meanof (MT), satisfiegshecon-
ditions(P1)— (P3).

From Theorem4.1it follows thatthe theoryof actionde-
velopedby McCainan Turneris applicableonly to minimis-
able dynamicsystems. This is a most curiousresultfor it
shaws that the conclusionsdravn with the aid of causality
(asencodedby McCain and Turner) can be reproducedby
anappropriatelydefinedminimisationpolicy. It is alsoespe-
cially interestingn light of recentresultsreportedby Peppas
etal. [1999 who shav that for McCain and Turner's ap-
proachit is in generalnot possibleto constructan ordering
over objectstatessuchthatthe minimal objectstatessatisfy-
ing the postcondition®f anactionarethosepredictedby the
McCain and Turner fixed-pointequation. This tells us that
this approachis not zero-minimisable. We have, however,



justshown thatthis approachs minimisablein amoregener
al sansdi.e., if oneconsideraneta-statesjothis systemhas
aminimality rankgreaterthanzero.

4.2 Thielscher

We shall not describeThielschers [1997 approachin depth
here. However, the underlyingprinciple is to considertra-
jectoriesof state-efiect pairs eachof which is the result of
applyinga causallaw at a previous state-efect pair (starting
with theinitial stateandactionpostcondition).The resultant
statesarethoseat the end of a trajectorywherecausallaws
no longerapply We notethat Thielschers systemdoesnot
satisfy postulategP1) — (P3) and henceis not minimisable.
In particular Thielschers resultfunction, which we denote
by RT violatescondition(P1); the postconditionf the ac-
tion donot necessarihave to hold afterapplyingthe action.
Whatwould be of someinteresthowever, is to generatdrom
RT anew resultfunctionR’ thatchoosesmongtheresultant
statesselectechy R the onesthatsatisfythe postconditions
of the occurringaction;in symbols,R’ =[a] N RT. Onecan
thenexaminewhetherthe new function R’ satisfiesthe con-
ditions(P2)and(P3). We leave this for futureinvestigation.

5 Discussion

Let us take a stepback and examinewhat we have accom-
plishedthusfar. The mainresultreportedhereinis a charac-
terisationof the classof dynamicsystemsamenablgo min-
imisation,in termsof conditionson the resultfunction. Ex-
isting causaltheoriesof actionscanthenbe assessedgainst
theseconditionsto determinethe addedvalue (if ary) of ex-
plicit representationsf causality Thisis clearlyasignificant
steptowards“demystifying” the (comparatie) strengthsand
weaknessegsf thenotionsof causalityandminimal changen
reasoningaboutaction. Admittedly thoughin this paperwe
have not giventhe whole story (especiallyasfar as“demys-
tifying” causalityis concerned) Whatis missingis a gener
ic modelof the useof the conceptof causalityin reasoning
aboutaction(in the sameway that preferentialstructuresare
suchamodelfor the conceptof minimality), basedon which
ageneralformalcomparisorbetweercausalityandminimal-
ity canbe made.Until sucha genericmodelis available,the
bestthatcanbedoneis evaluationsof specificcausatheories
of action(suchasthe onesby McCainand Turner[1995 or
Thielsche{1997) againstthe conditions(P1)— (P3). There
is of coursestill alot of valuein suchassessmentshowving
for examplethatall existing causalapproachesatisfythese
conditionswould be strongevidencein supportof the claim
thatminimality subsumesausality(atleastasfarastherange
of applicability is concerned).Shaving, on the otherhand,
thatsomecausabpproacthviolatesoneof theconditions(P1)
— (P3), would prove that causalityis essentiain reasoning
aboutactionsinceit coversdomainsthat are “unreachable”
by minimal changeapproaches.Similar (althoughwealer)
conclusionscanbe drawvn from the satishction or violation
of (P4) and (P5) — (P7). We have alreadywitnessedthat
Thielschers[1997 approachdoesnot satisfycondition(P1).
Thussomecausalapproacheslo indeedgo beyond whatis
possiblewith minimal change.More work needso be done

hereto properlyclassifycausalapproachebothin regardto
eachother (with respecto the differentcausalnotionsthey
employ) and also with regardto the Principle of Minimal
Change.

It shouldbe noted,thatwhenassessing theoryof action,
apartfrom its rangeof applicability, a secondcriterion that
is equallyimportantis the concisenessf its representation-
s (a solutionto the frameproblemoughtto be both correct
and concis®. In this article, concisenesfiasbeenleft out
of the picturealtogether Whatwe have mainly doneherein
wasto axiomaticallycharacteriseertainclassef dynamic
systemsavhoseresultfunction’® canbereproducedn terms
of preorders<,, on states.No consideratiorwasgivenasto
whether<,, canbe represented¢onciselyor not. As far as
ourresultsareconcerneddescribing<,, couldbeas“expen-
sive” aslisting the frameaxiomscorrespondindo R, which
of coursedefeatsthe whole purposeof using minimality. A
muchmoreusefulresult(for practicalpurposesyvouldbeone
that characteriseshe classof what we might call concise-
ly minimisabledynamicsystems;that is, dynamicsystems
whoseresultfunctionR canbereproducedy preorders<,,,
whichin turn canbe representedoncisely?

Similar considerationspply to causality Characterising
the classof dynamicsystemdor which causality(in onefor-
m or another)canduplicatethe resultfunction, althoughan
interestingtheoreticalresult, would not fully addresgheis-
sueof theapplicabilityof causalityin reasoningaboutaction.
Furtherwork would be requiredto identify the domainsthat
areamenabldo concisecausaldescriptions.

Notice, also,thatin casesvheretherangeof applicability
doesnot differentiatebetweencausaland minimality-based
approaches;oncisenessonsiderationsnay well favour one
overtheother More preciselyif theclassof domainsatfocus
is within the rangeof applicability of both causaland mini-
mal changeapproachesthe determiningfactorin choosing
betweenthe two could be the “information cost” associated
with the usageof eachapproach.

Notice that, while the conceptof minimality hastypically
beenusedin the literatureto dealwith the frame and rami-
fication problems the natureof condition(M) is suchthatit
requiresminimality to dealwith the qualificationproblemas
well. Indeed,via condition(M), the preordersof a preferen-
tial modelare used,not only to determinethe set of states
R(w, a) thatresultfrom the applicationof anactiona atan
initial statew (frameandramificationproblems) but alsoto
determinewhetherq is at all applicableat w (qualification
problem). The latter is decidedbasedon whetherR(w, o)
is the emptysetor not (cf. McCainandTurner[1995 who
claim this is a derivedqualificatior). One could arguethat
suchanadditionalburdenis perhapgoo muchfrom minimal-
ity to carry (or thatit is even counterintuitive), and maybe,
if liberatedfrom it, minimality could be usedin mary more
situations.Moreformally, considetthecondition(M’) below:

81t shouldbe notedthatall existing approachethatarebasecn
theconcepbf minimalchangeareindeedof thatnaturethatis, their
preorderson stateshave a concisedescription typically in theform
of a second-ordeaxiom (sometimesoupledwith limited domain-
specificinformation).



M) If Rw,a) # 0,
(min([a]z, <) NS') / L.

Clearly (M") is wealer than (M). In fact, it is exactly the
wealening of (M) that is neededto disengageminimality

from the qualification problem. It would be a worthwhile
exerciseto reproducethe resultsof this article, having re-

placed (M) with (M’). The classof minimisable systems
couldbelarger, andmoreoer, we conjecturehatunder(M’),

strictly minimisablesystemsare a propersubclassof zero-
minimisabledynamicsystems.

We concludethis sectionwith a remark on minimality
ranks.Preliminaryconsiderationsuggesthatthereis aclose
relationbetweertheminimality rankof adynamicsystemon
the onehand,andits ontologicalpropertieson the othet For
example,domainswhereactionshave no ramifications tend
to have lower minimality ranksthandomainswhereramifi-
cationsdo appear If this connectioncanbe generalisednd
formally proved,theminimality rankof adomaincouldsene
asa precisemeasureof its compleity. More work however
needgo bedonein thisdirection.

then R(w,a) =

6 Conclusions

We have developeda formal framewnork within which we

wereableto formulatenecessargndsuficientconditionsun-

derwhich adynamicsystemis minimisable;thatis, its result
functioncanbereproducedy anappropriatelydefinedmin-

imisation policy. What is particularly pleasingaboutthese
conditionsis thatthey arefew in numberandrelatively easy
and intuitive to understand.Our original motivationin this
studywasto answerthe questionasto whetherrecentlypro-
posedtheoriesof actioninvolving explicit representationef

causalityare capableof forms of reasoningnot possiblevia

minimal change.We have seenthatthis is not the casewith

someapproache¢McCain and Turner[1995) but in other

s (Thielscher{1997) the causalreasoningcannotbe charac-
terisedby the Principleof Minimal Change Perhap®f wider
significancas thefactthattheresultsreportechereclearlyin-

dicatethe rangeof applicability of the Principle of Minimal

Changepnesimply needdo verify threepropertiegviz. (P1)
—(P3)).

This work opensup mary interestingavenuesfor future
work, various of which were mentionedin the discussion.
Oneof the morepressings to considera variety of theories
of action, particularly causalones,andverify which proper
ties they satisfy This taskis well underway and resered
for a muchlengthierwork. Also of muchinterestwould be
to furthercategoriselevelsof minimisability andwhatdistin-
guishesthemtogetherwith the varioustheoriesof action at
thoselevels of minimisability.
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