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Abstract. We present a method for decomposing modal formulas for
processes with the internal action 7. To decide whether a process alge-
bra term satisfies a modal formula, one can check whether its subterms
satisfy formulas that are obtained by decomposing the original formula.
The decomposition uses the structural operational semantics that un-
derlies the process algebra. We use this decomposition method to derive
congruence formats for two weak and rooted weak semantics: branching
and 7-bisimilarity.

1 Introduction

Structural operational semantics [30] provides process algebras and specification
languages with an interpretation. It generates a labelled transition system, in
which states are the closed terms over a (single-sorted, first-order) signature, and
transitions between states may be supplied with labels. The transitions between
states are obtained from a transition system specification, which consists of a
set of proof rules called transition rules.

Labelled transition systems can be distinguished from each other by a wide
range of behavioural equivalences, based on e.g. branching structure or decorated
versions of execution sequences. VAN GLABBEEK [I7] classified so-called weak
semantics, which take into account the internal action 7. Here we focus on two
such equivalences which, to different degrees, abstract away from internal actions:
branching bisimilarity [20] and n-bisimilarity [2]. Also we consider the rooted
counterparts of these equivalences, which were introduced because unlike the
unrooted versions they are congruences for basic process algebras, notably for
the alternative composition operator.

In general a behavioural equivalence induced by a transition system specifi-
cation is not guaranteed to be a congruence, i.e. the equivalence class of a term
f(p1,...,pn) need not be determined by f and the equivalence classes of its ar-
guments p1, ..., p,. Being a congruence is an important property, for instance in
order to fit the equivalence into an axiomatic framework. Syntactic formats for



2 W.J. Fokkink, R.J. van Glabbeek and P. de Wind

transition rules have been developed with respect to several behavioural equiva-
lences, to ensure that such an equivalence is a congruence. These formats help to
avoid repetitive congruence proofs. Several congruence formats were introduced
for bisimilarity, such as the De Simone format [31], the GSOS format [7], the
tyft/tyxt format [22], and the ntyft/ntyxt format [21]. BLooMm [B] introduced
congruence formats for branching bisimilarity and for rooted branching bisimi-
larity. These formats include so-called patience rules for arguments ¢ of function
symbols f, which imply that a term f(p1,...,p,) inherits the 7-transitions of
its argument p;. Furthermore, arguments of function symbols that contain run-
ning processes are marked, and this marking is used to restrict occurrences of
variables in transition rules.

Behavioural equivalences can be characterised in terms of the observations
that an experimenter could make during a session with a process. Modal logic
captures such observations. A modal characterisation of an equivalence on pro-
cesses consists of a class C' of modal formulas such that two processes are equiv-
alent if and only if they satisfy the same formulas in C. For instance, Hennessy-
Milner logic [23] is a modal characterisation of (strong) bisimilarity.

LARSEN & Liu [26] introduced a method for decomposing formulas from
Hennessy-Milner logic for 7-free processes, with respect to terms from a process
algebra with a structural operational semantics in the De Simone format. To
decide whether a process algebra term satisfies a modal formula, one can check
whether its subterms satisfy certain other formulas, obtained by decomposing
the original formula. This method was extended by BLooMm, FOKKINK & VAN
GLABBEEK [6] to the ntyft/ntyxt format without lookahead, and by FOKKINK,
VAN GLABBEEK & DE WIND [12] to the tyft/tyxt format. In [6], the decomposi-
tion method was applied to obtain congruence formats for a range of behavioural
equivalences. The idea is that given an equivalence and its modal characterisa-
tion C, the congruence format for this equivalence must ensure that decomposing
a formula in C' always produces formulas in C.

Here we extend the work of [6] to processes with 7-transitions. We present
a method for decomposing modal formulas for processes with 7-transitions, and
use this decomposition method to obtain congruence formats for two weak and
rooted weak semantics: branching and n-bisimilarity. In contrast to the ad hoc
construction of congruence formats from the past, we can now systematically
derive expressive congruence formats from the modal characterisations of be-
havioural equivalences. The congruence formats that we obtain are more liberal
and more elegant than existing congruence formats for these semantics. In Sect.
we will present an in-depth comparison with congruence formats from the liter-
ature.

Our formats use two predicates N and A on arguments of function symbols:
N marks processes that can execute immediately, and A marks processes that
have started executing (but may currently be unable to execute). The predicate
N is new, whereas /A originates from [I0]. The two formats for weak semantics
(branching and n-bisimilarity) can be expressed as a subset of the formats for
the corresponding rooted weak semantics, by imposing one extra restriction: /A
must be universal, meaning that it holds for all arguments of function symbols.
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Preliminary versions of this paper, focusing on branching and n-bisimilarity,
respectively, were published as [T3T4].

2 Preliminaries

This section recalls the basic notions of labelled transition systems and weak se-
mantics (Sect. Z1T]), and presents modal characterisations of the semantic equiv-
alences that are studied in this paper (Sect. EZ2). Then follows a brief intro-
duction to structural operational semantics and the notion of a well-supported
proof (Sect. Z3)). Next we recall some syntactic restrictions on transition rules
(Sect. Z4). Finally, we recall a basic result from [6], Prop. [, regarding so-called
ruloids (Sect. ZH), and introduce two predicates A and X on arguments of func-
tion symbols (Sect. 226l).

2.1 Equivalences on labelled transition systems

A labelled transition system (LTS) is a pair (P, —), with P a set of processes and
— CPx (AU{r}) x P, where 7 is an internal action and A a set of actions not
containing 7. We use p, ¢ to denote processes, «, 3,7 for elements of AU {7},
and a,b for elements of A. We write p —— ¢ for (p,a,q) € — and p 7+ for
-3¢ € P: p - ¢. Furthermore, = denotes the transitive-reflexive closure of
s,

The following two versions of bisimilarity abstract away, to different degrees,
from the internal action 7.

Definition 1. Let B C P x P be a symmetric relation.

— B is a branching bisimulation if pBq and p — p’ implies that either o = 7
and p’' Bgq, or ¢ = ¢ — ¢ for some ¢ and ¢” with pBq’ and p’Bq".
Processes p,q are branching bisimilar, denoted p & q, if there exists a
branching bisimulation B with pBq.

— B is an n-bisimulation if pBg and p — p’ implies that either @ = 7 and
p' Bq, or ¢ = ¢ == ¢" for some ¢’ and ¢ with pBq¢' and p’Bq".
Processes p, g are n-bisimilar, denoted p £, g, if there exists an n-bisimulation
B with pByg.

Clearly, branching bisimilarity is included in n-bisimilarity. A typical example of
two processes that are - but not branching bisimilar is: Let p — r be the only
transition of p, ¢ — r and ¢ — s the only two transitions of ¢, and r — s.
Then, independent of the transitions of r and s, always p<z, g, because ¢ s

can be mimicked by p - r — s. But in general p %, q.

It is well-known that branching and n-bisimilarity constitute equivalence rela-
tions [3)2]. However, these two weak semantics are not congruences with respect
to most process algebras from the literature, meaning that the equivalence class
of a process f(p1,...,pn), with f an n-ary function symbol, is not always deter-
mined by the equivalence classes of its arguments, i.e. the processes p1, ..., pn.
A rootedness condition generally remedies this imperfection.
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Definition 2. Let R C P x PP be a symmetric relation.

— Ris a rooted branching bisimulation if pRq and p —— p’ implies that ¢ — ¢’
for some ¢’ with p’ € ¢q'.
Processes p, q are rooted branching bisimilar, denoted p <, ¢, if there exists
a rooted branching bisimulation R with pRq.

— R is a rooted n-bisimulation if pRq and p — p’ implies that ¢ —>== ¢’ for
some ¢ with p’' <, ¢'.
Processes p, q are rooted n-bisimilar, denoted p .., q, if there exists a rooted
n-bisimulation R with pRq.

Our main aim is to develop congruence formats for both the rooted and
the unrooted versions of the two weak semantics defined in this section. These
congruence formats will impose syntactic restrictions on the transition rules
(see Sect. 23)) that are used to generate the underlying LTS. The congruence
formats will be determined using the characterising modal logics for these two
weak semantics, which are presented in the next section.

2.2 Modal logic

Modal logic aims to formulate properties of processes in an LTS. Following [17],
we extend Hennessy-Milner logic [23] with the modal connectives (€)@ and (7)p
expressing that a process can perform zero or more, respectively zero or one,
T-transitions to a state where ¢ holds.

Definition 3. The class Q@ of modal formulas is defined as follows, where [
ranges over all index sets:

O pu= AN | el (e | (e | (T)e

p = ¢ denotes that p satisfies ¢. By definition, p = (a)¢ if p — p’ for some

p' with p' = ¢, p = ()¢ if p == p’ for some p’ with p' |= ¢, and p = () if
either p = ¢ or p — p’ for some p’ with p’ |= . We use abbreviations T for

the empty conjunction, ¢, /\(pz for Ajeq1.0y ir p{a)¢’ for o A{a)’, and p(7)¢’
for o A (T)¢'. We write p = ¢’ if p = v < p |E ¢’ for any process p in any LTS.

Definition 4. The subclasses O, and O,. of O, for e € {b,n}, are defined as
follows:

Oy @ = Nicrpi | @ [ (e)(@p(T)p) | {e)(pla)p)
O ¥ = /\ie[‘Pi | = | ()@ | @ (¢ € Op)

O, @ = Nicrpi | =@ | (e)p | (€)(p{a){e)y)
Oy @ = Nicrpi | ~@ | ()(e)d | ¢ (o € Oy)

In these definitions, a ranges over A and « over A,. The classes OZ and OF,
denote the closures of O, respectively O,.., under =.
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The last clause in the definition of O, guarantees that O, C O,.., which will
be needed in the proof of Prop. Hl If this clause were omitted, it would still
follow that O C OF,, using structural induction together with (€)(e)p = (€)y,

re’

(T)(e)p = (e)(T)p, ()¢ = ¢ V (T)(€)¢ and (for e = b) (T)p = ¢ V (T)p. Note
that if ¢ € O5, then (e)¢ = (€)p(T)p € 0.

For L C O, we write p ~, q if p and ¢ satisfy the same formulas in L. Note
that, trivially, p ~o, ¢ <& p ~0= q and p ~q,, ¢ < p ~o= ¢.

Theorem 1. p&.q < p~o, ¢ and preq < p ~ao,, q, for all p,q € P, and
e € {b,n}.

A proof of this theorem for the case e = b is presented in the appendix. The
proof for the case e = n is similar.

2.3 Structural operational semantics

A signature is a set X' of function symbols f with arity ar(f). Let V be an infinite
set of variables, with typical elements z,y, z; we always take |X|,|A| < |V]. A
syntactic object is closed if it does not contain any variables. The set T(X) of
terms over X and V' is defined as usual; ¢, u, v, w denote terms and var(t) is the
set of variables that occur in term ¢. A substitution o is a partial function from
V to T(X). A closed substitution is a total function from V' to closed terms. The
domain of substitutions is extended to T(X) as usual.

Structural operational semantics [30] generates a labelled transition system,
in which the processes are the closed terms, and transitions between processes
are supplied with labels. The transitions between processes are obtained from
a transition system specification, which consists of a set of proof rules called
transition rules.

Definition 5. A (positive or negative) literal is an expression t — u or t —L.
A (transition) rule is of the form % with H a set of literals called the premises,
and A a literal called the conclusion; the terms at the left- and right-hand side
of X\ are called the source and target of the rule, respectively. With rhs(H) we
denote the set of right-hand sides of the positive premises in H. A rule % is also
written A. A rule is standard if it has a positive conclusion. A transition system
specification (TSS), written (X, R), consists of a signature X' and a collection R
of transition rules over Y. A TSS is standard if all its rules are.

The concept of a standard T'SS with only positive premises was introduced in
[22]; negative premises were added in [21]. The resulting notion constitutes the
first formalisation of structural operational semantics [30] that is sufficiently
general to cover many of its applications. T'SSs with negative conclusions were
introduced in [6] because they are needed as intermediate steps in our proofs for
standard T'SSs.

The following definition tells when a literal is provable from a TSS. It gen-
eralises the standard definition (see e.g. [22]) by allowing the derivation of tran-
sition rules. The derivation of a literal A\ corresponds to the derivation of the
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transition rule £ with H = (). The case H # () corresponds to the derivation of
A under the assumptions H.

Definition 6. Let P = (X, R) be a TSS. An irredundant proof from P of a
rule % is a well-founded tree with the nodes labelled by literals and some of the
leaves marked “hypothesis”, such that the root has label A\, H is the set of labels
of the hypotheses, and if p is the label of a node that is not a hypothesis and K
is the set of labels of the children of this node then % is a substitution instance
of a rule in R.

The proof of & is called irredundant [6] because H must equal (instead of in-
clude) the set of labels of the hypotheses. Irredundancy will be crucial for the
preservation under provability of our congruence formats; see Sect. 2 Namely,
in a ‘redundant’ proof one can freely add premises to the derived rule, so also
a premise that violates a syntactic restriction of the congruence format under
consideration.

A TSS is meant to specify an LTS in which the transitions are closed posi-
tive literals. A standard TSS with only positive premises specifies an LTS in a
straightforward way, but it is not so easy to associate an LTS to a TSS with
negative premises. From [I8] we adopt the notion of a well-supported proof of a
closed literal. Literals t — u and t —/ are said to deny each other.

Definition 7. Let P = (X, R) be standard TSS. A well-supported proof from
P of a closed literal A is a well-founded tree with the nodes labelled by closed
literals, such that the root is labelled by A, and if p is the label of a node and
K is the set of labels of the children of this node, then:

1. either u is positive and % is a closed substitution instance of a rule in R;

2. or u is negative and for each set N of closed negative literals with % irre-
dundantly provable from P and v a closed positive literal denying u, a literal
in K denies one in N.

P F,s A denotes that a well-supported proof from P of A\ exists. A standard
TSS P is complete if for each p and a, either P s p —/= or P by p — p for
some p’.

In [I8] it was shown that F, is consistent, in the sense that no standard TSS
admits well-supported proofs of two literals that deny each other. A complete
TSS specifies an LTS, consisting of the ws-provable closed positive literals.

Ezample 1. Let A= {a} and P = (X, R), where X' = {a} and R consists of the
rule % The standard TSS P is not complete, because neither P 4 a 7aL>

a——ra
nor P t,s a — a. For this reason P can be considered not to specify an LTS.

2.4 Syntactic restrictions on transition rules

In this section we present terminology for syntactic restrictions on rules, orig-
inating from [BI2122], where congruence formats are presented for a range of
concrete semantics (which do not take into account the internal action 7).
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Definition 8. An ntytt rule is a rule in which the right-hand sides of positive
premises are variables that are all distinct, and that do not occur in the source.
An ntytt rule is an ntyzt rule if its source is a variable, an ntyft rule if its source
contains exactly one function symbol and no multiple occurrences of variables,
and an nzytt rule if the left-hand sides of its premises are variables.

The idea behind the names of the rules is that the ‘n’ in front refers to the
presence of negative premises, and the following four letters refer to the allowed
forms of left- and right-hand sides of premises and of the conclusion, respectively.
For example, ntyft means a rule with negative premises (n), where left-hand
sides of premises are general terms (t), right-hand sides of positive premises are
variables (y), the source contains exactly one function symbol (f), and the target,
if present at all, is a general term (t).

Definition 9. A variable in a rule is free if it occurs neither in the source nor
in right-hand sides of premises. A rule has lookahead if some variable occurs in
the right-hand side of a premise and in the left-hand side of a premise. A rule is
decent if it has no lookahead and does not contain free variables.

Each combination of syntactic restrictions on transition rules induces a corre-
sponding syntactic format for TSSs of the same name. For instance, a T'SS is in
decent ntyft format if it contains decent ntyft rules only.

The following lemma, on the preservation of decency under irredundant prov-
ability, is proved in [6].

Lemma 1. Let P be a TSS in decent ntytt format. Then any ntytt rule irredun-
dantly provable from P is decent.

We proceed to define further syntactic formats for T'SSs. The ntyft/ntyxt and
ready simulation formats [2TJ6] were originally introduced to guarantee congru-
ence for (strong) bisimilarity and ready simulation.

Definition 10. A TSS is in ntyft/ntyzt format if it consists of ntyft and ntyxt
rules, and in ready stmulation format if moreover its rules have no lookahead.

2.5 Ruloids

To decompose modal formulas, we use a result from [6], where for any standard
TSS P in ready simulation format a collection of decent nxytt rules, called P-
ruloids, is constructed. We explain this construction at a rather superficial level;
the precise transformation can be found in [6].

First P is converted to a standard TSS in decent ntyft format. In this con-
version from [22], free variables in a rule are replaced by arbitrary closed terms,
and if the source is of the form =z, then this variable is replaced by a term
f(x1,...,24r(yp)) for each n-ary function symbol f in the signature of P, where
the variables x1,...,x,.(y) are fresh.

Next, using a construction from [I1]], left-hand sides of positive premises
in rules of P are reduced to variables. Roughly the idea is, given a premise
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H____ to transform r by
T1,yeeny®n)—>

replacing the aforementioned premise by H, y by ¢, and the z; by the ¢;; this is
repeated (transfinitely) until all positive premises with a non-variable term as
left-hand side have disappeared. This yields an intermediate standard TSS, all
of whose rules are irredundantly provable from P.

In the final transformation step, non-standard rules with a negative conclu-
sion t —% are introduced. The motivation is that instead of the notion of well-
founded provability of Def. [, we want a more constructive notion like Def. [
by making it possible that a negative premise is matched with a negative con-

clusion. A non-standard rule T H___ s obtained by picking one premise
L1yeeeyLpy

from each standard rule with a conclusion of the form f(zq,...,x,) %5 ¢, and
including the denial of each of the selected premises as a premise in H. For this
last transformation it is essential that rules have no lookahead.

The resulting TSS, which is in decent ntyft format, is denoted by P7*. In
[6] it is established, for all closed literals p, that P F,s p if and only if pu is
irredundantly provable from PT. The P-ruloids are those decent nxytt rules
that are irredundantly provable from P,

The following correspondence result from [6] between a TSS and its ruloids
plays a crucial role in the decomposition method employed here. It says that
there is a well-supported proof from P of a transition p(t) - ¢, with p a closed
substitution, if and only if there is a proof of this transition that uses at the root
a P-ruloid with source t.

f(t1,...,t,) — y in a rule 7, and another rule

Proposition 1. Let P = (X, R) be a standard TSS in ready simulation format,
t € T(X) and p : V — T(X) a closed substitution. Then P s p(t) — q if
and only if there are a P-ruloid —<— and a closed substitution p’ such that

Py o/ (1) for all pe H, p/(t) = p(t) and p'(u) = q.

2.6 The predicates A and N

In Sect. Hl, we will assume two predicates on arguments of function symbols. The
predicate /A marks arguments that contain processes that have started executing
(but may currently be unable to execute). It stems from [I0] and fine-tunes the
predicate “tame” from BrLoowm [B], which is a predicate on function symbols
rather than arguments of function symbols. The predicate N is new and marks
arguments that contain processes that can execute immediately.

For example, in process algebra, A and X hold for the arguments of the merge
t1]|t2, and for the first argument of sequential composition ¢;-t9; they can contain
processes that started to execute in the past, and these processes can continue
their execution immediately. On the other hand, A and N typically do not hold
for the second argument of sequential composition; it contains a process that
did not yet start to execute, and cannot execute immediately (in absence of
the empty process). Finally, A does not hold and X holds for the arguments of
alternative composition t; + to (see Ex. B in Sect. B); they contain processes
that did not yet start to execute, but that can start executing immediately. In
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Sections and we will see examples of arguments for which A holds and R
does not.

We proceed to introduce some terminology from [B6] for predicates on argu-
ments of function symbols.

Definition 11. Let I" be a unary predicate on {(f,7) | 1 < i < ar(f), f € X}. If
I'(f,i), then argument i of f is I'-liquid; otherwise it is I'-frozen. An occurrence
of x in t is I'-liquid if either t = x, or t = f(t1,...,t.r(f)) and the occurrence is
I'-liquid in ¢; for a liquid argument ¢ of f; otherwise the occurrence is I'-frozen.

Note that an occurrence of a variable z in a term ¢ € T(X) is I'-frozen if and
only if ¢ contains a subterm f(t1,...,%4.(s)) such that the occurrence of x is in
t; for a I'-frozen argument i of f.

In Sect. Bl we will present a method for decomposing modal formulas that
gives a special treatment to arguments of function symbols that are deemed
patient; we will use a predicate I' to mark the arguments that get this special
treatment. In Sect. dl we will instantiate I" with RNA.

Definition 12. A standard ntyft rule is a patience rule for argument ¢ of f if it
is of the form

f(xl, N ,xar(f)) L} f(.f]?l, ey Li—15,Ys Tjg1y - - - ,xar(f))

Given a predicate I, the rule above is called a I'-patience rule, if I'(f,i). A
TSS is I'-patient if it contains all I'-patience rules. A standard ntytt rule is I'-
patient if it is irredundantly provable from the I'-patience rules; else it is called
I'-impatient.

A patience rule for an argument ¢ of a function symbol f expresses that terms
f(p1,...,pn) can mimic the 7-transitions of argument p; (cf. [B[I0]). Typically,
in process algebra, there are patience rules for the arguments of the merge and
for the first argument of sequential composition, but not for the arguments of the
alternative composition + or for the second argument of sequential composition.

Remark 1. A standard ntytt rule is I'-patient if and only if it has the form

— =4 for some [-liquid context C| ].
Clz]—Cly]

3 Decomposition of Modal Formulas

In this section we show how one can decompose formulas from . To each term
t and formula ¢ we assign a set t () of decomposition mappings 1 : V — O.
Each of these mappings 1) € t~1(p) guarantees that for closed substitutions p,
p(t) = ¢ if p(z) = ¢(x) for all © € var(t). Vice versa, whenever p(t) = ¢, there
is a decomposition mapping ¢ € t~1(¢) with p(x) | ¥(z) for all x € var(t).
This is formalised in Thm.
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Definition 13. Let P = (X, R) be a I'-patient standard TSS in ready simula-
tion format. We define -1 : T(X) x O — P(V — 0) as the function that for each
t € T(X) and ¢ € O returns the set t () € P(V — Q) of decomposition map-
pings ¥ : V — O generated by following six conditions. Let ¢ denote a univariate
term, i.e. without multiple occurrences of the same variable.

1. ¢ € t (s @i) iff there are ¢; € t71(¢p;) for each i € I such that
Y(a) = N vi(x) for all z € V
iel
2. 1) € t~ (=) iff there is a function h : t=1(¢) — var(t) such that

/\ —x(x) if x € var(t)
Y(x) = ¢ xeh~1(2)

T if © & var(t)

3. ¢ € t71({a)y) iff there is a P-ruloid tiu and a x € u~ () such that

x@) A N\ Bxw) A N\ -O)T if € var(t)
Y(z) = eLsycH rYseH
T if © ¢ var(t)

4. 1 € t71((e)y) iff one of the following holds:
(a) either there is a x € t~1(y) such that

V() = (e)x(x) if = occurs I'-liquid in ¢
= x(z)  otherwise

(b) or there is a non-I"-patient P-ruloid t;Hm and a x € u~!({e)p) such that
(T if © ¢ var(t)
if z occurs
e 0 RICR A\ Bx@) AN ~DT | Fliguid in ¢
acLyEH w%GH
x@ A N B)xw) A N\ -nT otherwise
\ xi>y€H w%EH

5. ¢ € t71({7)y) iff one of the following holds:
(a) either ¢ € t=1(¢p);
(b) or there is an z that occurs I'-liquid in ¢, and a x € t~!(¢p) such that

V() = { (TYyx(x) if © = xg

x(z)  otherwise
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(c) or there is a I'-impatient P-ruloid t;H) and a y € u~1(p) such that
u

x@ A N\ Bx) A\ ~NT if z € var(t)

Y(z) = v Lsyen e seH
T otherwise

6. ¢ € o(t)"!(y) for a non-injective substitution o : var(t) — V iff there is a
X € t71(¢p) such that

Y(x) = /\ x(z) forall z € V

z€o0~1(x)

To explain the idea behind Def. [3, we expand on two of its cases. Consider
t71 (=), and let p be a closed substitution. We have p(t) & ¢ if and only if
there is no y € t~1(y) such that p(z) = x(x) for all z € var(t). In other words,
for each x € t71(y), 1¥(z) must contain a conjunct —x(x), for some = € var(t).

Consider t~1({a)¢), and let p be a closed substitution. The question is under
which conditions ¥(xz) € O on p(x), for each € var(t), there is a transition
p(t) = ¢ with ¢ |= ¢. According to Prop. [, there is such a transition if and
only if there is a closed substitution p’ with p’(t) = p(t) and a P-ruloid e
such that (1) the premises in p'(H) are satisfied and (2) p’(u) | . The first
condition is covered if for each = € war(t), ¥ (z) contains conjuncts (8)T for
z L2 y € H and conjuncts —(y)T for # -+ € H. By adding a conjunct y(z),
and replacing each conjunct (8)T by (B)x(y), for some x € u~(y), the second
condition is covered as well.

The following three lemmas state basic properties of formulas ¥ ().

Lemma 2. Let ) € t=1(p), for some term t and formula . If x & var(t), then
Y(x)=T.

Proof. This can be derived in a straightforward fashion from Def. [[3] by induc-
tion on the construction of . O

The following lemma states that -~! is invariant under a-conversion up to =.

Lemma 3. Let ¢ € o(t)"1(p) for o : V — V a bijective renaming of variables.
Then there is a ' € t=1(p) satisfying ¥’ (x) = ¢(o(x)) for allx € V.

Proof. Again by induction on the construction of . O

Lemma 4. Let ) € t=1({€)y), for some term t and formula . If x occurs only
I'-liquid in t, then ¥ (x) = (€)¢" for some formula ¢’.

Proof. Immediate from Def. [[3Hl O

The following theorem will be the key to the forthcoming congruence results.



12 W.J. Fokkink, R.J. van Glabbeek and P. de Wind

Theorem 2. Let P = (X, R) be a I'-patient complete standard TSS in ready
simulation format. For any term t € T(X), closed substitution p, and ¢ € O:

pt) E ¢ & et (p) Vo € var(t) : p(z) F ¥(z)

Proof. By simultaneous induction on the structure of ¢ and the construction of
1. First we treat the case where ¢ is univariate.
— o= Nicr i
p(t) E Nicrpi & Viel: pt) g Viel T et p;) Vo € var(t) :
p(@) | i(r) & I € t™H(Nig; @) Vo € var(t) : p(z) = ().

_(p:—\/

p(t) | @' = p(t) ¢’ e Fh 71 (e") = var(t) Vx € t7H(¢")  p(h(x))
x(h(x)) & 3h : t71(¢') — var(t) Vo € var(t) : p(z) = Nxen-1(2) "X(@) &
Tp € t7H (=) Vo € var(t) : p(z) = ¥(x).

— ¢ ={(a)¢ .

(=) Let p(t) E (a)¢'. Then P Fys p(t) — p with P = ¢’. By Prop. [
there is a P-ruloid and a closed substitution p’ with P s p'(u)

for p € H, p’(t):p(t), ie. P (x) = p(x) for all x € var(t), and p'(u) = p.
Since p/(u) = ¢’, by induction on formula size there is a x € u=1(¢’) with

p'(2) E x(z) for each z € var(u). Moreover, by Lem. B, p'(2) E x(2) =T for
each z ¢ var(u). Define ¢ € t7!({a)¢’) as in Def. [[JB, using —Z— and .
Let x € var(t). For x 2, y € H, Pty p/ () 2, oy E X(y)t,—s:)up’(x) =
(B)x(y). Moreover, for & —/+ € H, P, p'(z) —/~, so the consistency of
Fws yields P s p/(z) -2 ¢ for all ¢, and thus p/(z) = —(7)T. Hence
plx) = p'(x) |= ().

(<) Let v € t=*({a)¢’) with p(z) = () for all € var(t). According to
Def. [3B], there is a P-ruloid

{z REN yi | i€ I, x € var(t)}Uf{z 25| j € Ju, x € var(t)}
t -

and a x € u” (@) with ¥(z) = x(x) A Njep, (Bidx (i) A Njey, ()T for
all x € wvar(t). For each z € wvar(t), p(x) = ¢(x) yields, for each i € I,
P Fuys p(x) —> pi E x(y;) for some p;; moreover, for each j € J, we have
P Fus p(x) 25 ¢ for all ¢, so by the completeness of P, P by p(x) -
Define p'(x) = p(z) and p'(y;) = p; for all z € var(t) and ¢ € I,.
(Here we use that the y; are all different and do not occur in ¢.) Then
p'(z) = x(z) for all z € var(u), because var( ) CH{z,yi | x €var(t),i e I, }.
So by induction on formula size, p’(u) = ¢’. Moreover, for each = € var(t),
P lys p'(x) REN p'(y;) for each i € I, and P by p/(z) — for each j € J,,
so by Prop. I P s p/(t) — p/(u). Hence p(t) = p'(t) = ()¢’

/

—p=(9¢
(=) We prove by induction on n: if P ks p; LI pit forallie{0, ... ,n—1},
with p(t) = po and p,, = ¢’, then there is a ¢p € t71({e)¢’) with p(z) & ()
for all x € var(t).
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n = 0 Since p(t) = py | ¢’, by induction on formula size, there is a y €
t=1(¢’) with p(z) = x(x) for all x € var(t). Define 1) € t~({e)¢’) as in
Def. [[@Ha], using x. Then clearly p(z) = ¥(x) for all x € var(t).

n > 0 Since P b p(t) — p1, by Prop. [ there is a P-ruloid tiu and a
closed substitution p’ with P s /() for all u € H, p'(t) = p(t), i.e.
p'(x) = p(x) for all x € var(t), and p’'(u)=p;. Since P by, p'(u) =p; —

- % pn = ¢, by induction on n there is a x € u 1(<e> " Wlth
p'(2) E x(z) for each z € var(u). Moreover, by Lem. B, p'(2) &= x(2) =
for each z ¢ var(u). We distinguish two cases.

CASE 1: i is I'- patlent By Remark [0, using that ¢ is univariate, H must
be of the form {zg — 3o}, with u=*[yo/x¢], and the unique occurrence
of yo in u being I'-liquid. Let o : V' — V be the bijection that swaps xg
and yo, so that u = o(t). According to Lem. B, there is a x' € t 71 ({e)¢’)
satisfying x/(z) = x(o(x)) for all x € V.

For each z € var(t)\{zo}, plz) = p'(2) = X(2) = X' (2), s0 p(x) |= X' (2).
Furthermore, P I, p'(z0) — p (yo) = x(yo). By Lem. B, X(yo)Ef €)'

for some ¢". Hence p(zo) = p'(0) |= x(y0) = X/(20), s0 p(0) |= X' (z0).
CASE 2: ti is ['-impatient. Define 1) € t71((e)¢’) as in Def. [FHD, using

tLHm and x. Let © € var(t). For each N y€ H, Pty p(x) 2, P (y)
and p'(y) = x(y), so p/(z) = (B)x(y). Moreover, for each x -/ € H,
P by p/ () =, so the consistency of b, vields P o, p/'(x) — ¢ for
all ¢, and thus p'(z) &= —(y)T. Hence p(z) = p'(z) E ¥(x). (In case
the occurrence of x in t is ['-liquid, note that if p = & then certainly

p E (€)¢.)

(<) Let v € t71({e)¢’) with p(z) |= () for all z € var(t). According to

Def. [3H we can distinguish two cases.

CASE 1: There is a x € t~1(¢’) with ¢(x) = (e)x(z) if 2 occurs I-liquid
in t, and ¥ (z) = x(x) otherwise. Then p(z) | x(x) for each x that
occurs I'-frozen in t. Furthermore, for each x that occurs I'-liquid in
t, p(x) E (e)x(x), i.e. Plys plx) = p, = x(x) for some p,. Define
p'(x) = p, if x occurs ['-liquid in ¢, and p’(x) = p(x) otherwise. Since P is
I-patient, P b p(t) = p/(t). We have p/(z) = x() for all z € var(t),
so by induction on formula size, p'(t) = ¢’. Hence p(t) = (€)¢’.

CASE 2: There is a [-impatient P-ruloid t;Hm, and a y € u~((e)¢’) with
W(x) = () (x) if z occurs [-liquid in ¢, and ¥ (x) = ¥’(x) otherwise,

where
x@) A AN Bxw) A N\ -T i€ var(t)
¢/($) = e LsyecH z—eH
T if = & var(t)

For each x that occurs I'-liquid in ¢, P F s p(z) == p, = ¢'(z) for some
pe. Let p/(z) = p, if x occurs -liquid in ¢, and p'(z) = p(x) otherwise.
Since P is [-patient, P s p(t) == p/(t). Furthermore p'(z) = ¥'(z)
for all x € var(t). Utilising the case ¢ = (7)¢’ of this proof, which we
obtained above, it follows that p'(t) = (7)¢’. Hence p(t) = ()¢’
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—p= ("¢

(=) Suppose p(t) = (7)¢’. Then either p(t) = ¢, or Py p(t) —p = ¢’
for some p. In the first case, by induction on formula size, there is a &t~ (¢’)
such that p(z) = () for all € var(t); by Def. [@Eal o € t—((7 >g0) and
we are done. In the second case, by Prop. [l there is a P-ruloid and
a closed substitution p’ with P F,s p'(p) for all p € H, p'(t) = p(t),
p'(x) = p(x) for all x € var(t), and p’(u) = p. Since p’'(u) | ¢’, by mductlon
on formula size, there is a x € u~!(¢’) such that p'(z) | x(z) for each
z € var(u). Furthermore, by Lem. B, p'(2) = x(2) = T for each z ¢ var(u).
We distinguish two cases.

Case 1: ——
be of the form {zg — o}, with u=*[yo/x¢], and the unique occurrence
of yo in u being I'-liquid. Let o : V' — V be the bijection that swaps
xo and yo, so that u = o(t). Let ¥(yo) = (T)x(yo) and ¥(x) = x(z) for
x # yo. By Def. @B, v € u='((#)¢). According to Lem. B, there is a
Y € t71({e)’) satisfying ¥/ (x) = (o (x)) for all z € V.

For each z € wvar(t)\{zo}, p(z) = p'(z) F x(x) = ¢(x) = ¢'(2),
so p(z) = ¢'(x). Furthermore, P k. p'(20) — p'(y0) = x(%0), hence
p(xo) = p'(xo) = (T)X(y0) = ¥(yo) = ¢¥'(w0), so p(xo) = ¥’ (z0).

CASE 2: tLHm is [-impatient. Define 1) € t~1((7)¢’) as in Def. BB, using
- H_ and x. Let x € var(t). For each EN y€ H, Pty p(x) i>p’(y)
and p( ) = x(y), so p'(z) = (B)x(y). Moreover, for each x —/+ € H,
P by p'(x) =/, so the consistency of Fq yields P Hs p'(z) — ¢ for
all ¢, and thus p'(x) | —(y)T. Hence p(z) = p'(x) E ¥ (x).

(<) Suppose 1 € t=1((7)¢') with p(x) = ¥(x) for all € var(t). According
to Def. [[3IH we can distinguish three cases.

is I'- patlent By Remark [, using that ¢ is univariate, H must

CaSE 1: ¢et™1(¢’). By induction on formula size, p(t) =¢’, so p(t) = (7)¢’

CASE 2: Some x¢ occurs I-liquid in ¢, and there is a x € t~1(¢’) Wlth
b(ao) = (Fx(z0), and (x) = x(x) otherwise. Then p(z) = x(x)
for each x € war(t)\{zo}. Furthermore, p(z¢) = (7)x(z0), so either
p(zo) = x(z0) or Plys plxg) — p = x(z0) for some p. In the first
case, by induction on formula size, p(t) = ¢’, so p(t) = (7)¢’, and we
are done. In the second case, by the presence of all I'-patience rules,
P s p(t) = p(t[p/xo]). Furthermore, by induction on formula size,
p(tlp/xo]) = ¢'. Hence p(t) |= (7).

CASE 3: There is a ['-impatient P-ruloid t;%, and a y € u~((e)¢’) with
(x) as given in Def. [@Bd. Utilising the case ¢ = (7)¢’ of this proof,
obtained above, it follows that p(t) = (1)¢’. Hence p(t) = (7)¢’

Finally, suppose ¢ is not univariate. Let ¢ = o(u) for some univariate v and non-
injective substitution o : var(u) — V. Then p(o(u)) E ¢ < Ix € u=t(p) Vz €

var(u) s p(o(2)) = x(2) & 3x € u () Y € var() : p(2) = Ay 1) X(2)
Ty € t71(p) Vo € var(t) : p(x) E ¥(x). O
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The part of Thm. B that deals with the modalities A,.;, = and () only, has
already been established in [I2]. There, a few examples are given showing how
Def. [[3 can be used to decompose a modal formula, as well as a counterexample
showing that the completeness requirement in Thm. 2] cannot simply be skipped.
The inclusion of the modalities (€) and (7) is new. The following example illus-
trates the use of the decomposition method on a formula with the modality

(€).

Ezample 2. Consider basic CCS, consisting of the inaction constant 0, the prefix
operator at where a ranges over some set of actions containing the internal action
T, alternative composition t1 + to, and the merge t¢1|[t2. The transition rules are:

(6% (6%
ry —y Ty — Y

(@] (@] (@]
ar — T T1+T2 — Y T1+2T2 — Y

(6% (6%
ry —y To —> Y

z1]|wa = yl|2o z1||ze — 21y

This standard TSS is complete and in ready simulation format.
Let I' be defined to hold only for the two arguments of the merge. The

rules L — L2——y are I'-patience rules. They make the TSS
z1l|ze—yl|lw2 z1 ||z —r @1y
I'-patient.

H
x||ze——u’
Def. [QHER is vacuous. By Def. [3Hal for each v € (z1]|x2) " ({){(a)T) we have
(1) = (e)x(z1) and ¢(2z) = (€)x(x2) for some x € (21]z2)~" ((a)T). Ac-
cording to Def. B, we have (z1]|z2) " 1((a)T) = {x1,x2}, where x; and xo
are constructed from the only P-ruloids with a conclusion z1||zo —=+ _, namely
the two rules in the TSS themselves, together with & € (y|x2)~(T) resp.

€2 € (w1 ly)~H(T):

x1(z1) = &i(z1)(@)&i(y) = (@ T xe(@) =T
xi(wz) =T Xa(22) = &o(22){a)a(y)

Hence (z1]|z2) "1 ({e){(a)T) = {¢1,12} with +; and 1) defined as follows:

Y1(z1) = (e)x1(z1) = (€){a) T Yo(z1) = (e)x2(z1) = (6 T =T
Vi(z2) = (e)x1(z2) = ()T =T  ¥a(x2) = (e)x2(x2) = (){(a) T

We compute (z1||22) "1 ({€){a) T). As there is no I'-impatient ruloid

(@) T

4 Branching Bisimilarity as a Congruence

A behavioural equivalence ~ is a congruence for a function symbol f defined
on an LTS if p; ~ ¢; for all i € {1,...,ar(f)} implies that f(pi,...,Parcs)) ~
f(q1, -, qar(s))- We call ~ a congruence for a TSS (X, R), if it is a congruence
for all function symbols from the signature X with respect to the LTS gener-
ated by (X, R). This is the case if for any open term t € T(X) and any closed
substitutions p, p’ : V' — T we have that

Va € var(t). p(x) ~ p'(z) = p(t) ~p'(t) .
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A congruence format for ~ is a list of syntactic restrictions on TSSs, such that
~ is guaranteed to be a congruence for any TSS satisfying these restrictions.

We proceed to apply the decomposition method from the previous section
to derive congruence formats for weak and rooted weak semantics. We start, in
this section, by considering branching and rooted branching bisimilarity. The
idea behind the construction of these congruence formats is that the format
must guarantee that a formula from the characterising logic of the equivalence
under consideration is always decomposed into formulas from this same logic.
We prove that the branching bisimulation format guarantees that a formula
from Oy is always decomposed into formulas from O (see Prop. B). Likewise,
the rooted branching bisimulation format guarantees that a formula from O,
is always decomposed into formulas from O (see Prop. H). This implies the
desired congruence results (see Thm. Bland Thm. B, respectively).

4.1 Congruence format

We formulate a syntactic format for standard T'SSs, called the rooted branching
bisimulation format. The branching bisimulation format is defined by means of
one simple restriction (namely, A is universal) on top of the rooted branching
bisimulation format. Our aim for the rest of this section will be to prove that
the (rooted) branching bisimulation format guarantees that (rooted) branching
bisimilarity is a congruence.

We give some intuition for the conditions below, using process algebraic nota-
tions. Recall that A marks running processes; to maintain this marking, A-liquid
arguments of the source and right-hand sides of premises are only allowed to oc-
cur A-liquid in a rule (conditions [Z). Furthermore, since X marks the processes
that can execute immediately, only N-liquid arguments of the source are allowed
to be tested, i.e. to occur R-liquid in left-hand sides of premises (condition Bl).
In arguments containing running processes, the rootedness property of <,; has
been lost; so in view of branching bisimilar processes like a0 and 7a0 (cf. Ex. B),
NN A-liquid arguments of the source are not allowed to be tested in negative
premises (condition Hb). Likewise, consider for example processes p and ¢ with
no other outgoing transitions then p — ¢, ¢ — p, p — 0 and ¢ 0. We
have p &3 a0 + b0, which implies that RNA-liquid arguments of the source can-
not be tested multiple times in positive premises (condition Bk). Finally, in view
of branching bisimilar processes like a0 and 7a0, testing for 7-transitions from
NNA-liquid arguments is only allowed when applying patience rules (condition

).

Definition 14. A standard ntytt rule r = ti is rooted branching bisimulation
u

safe w.r.t. N and A if it satisfies the following conditions. Let z € var(t)H

1. Right-hand sides of positive premises occur only A-liquid in w.

4 For the rooted branching bisimulation format in Def. [ only the requirements for
rules in which ¢ is univariate matter. The formulation of Def. [[4 for general terms ¢
paves the way for Lem. B and Prop. 2
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2. If x occurs only A-liquid in ¢, then z occurs only A-liquid in r.

. If x occurs only R-frozen in ¢, then z occurs only N-frozen in H.

4. If = has exactly one R-liquid occurrence in t, which is also A-liquid, then
x has at most one R-liquid occurrence in H, which must be in a positive
premise. If moreover this premise is labelled 7, then r must be XN A-patient.

w

Lookahead must be forbidden in view of rooted branching bisimilar processes like
ab0 and a7b0. Therefore the rooted branching bisimulation format is subsumed
by the ready simulation format.

Definition 15. A standard TSS is in rooted branching bisimulation format if it
is in ready simulation format and, for some N and A, it is RNA-patient and only
contains rules that are rooted branching bisimulation safe w.r.t. X and A.

This TSS is in branching bisimulation format if moreover A is universal.

Remark 2. 1f a standard TSS P is in rooted branching bisimulation format, then
there are smallest predicates Ry and Ag such that P is in rooted branching bisim-
ulation format w.r.t. Ny and Ag. Namely the Ag-liquid arguments are generated
by conditions [l and B of Def. [[4; they are the smallest collection of arguments
such that these two requirements are satisfied. Likewise the Ny-liquid arguments
are generated by condition B, which can be read as “If x occurs N-liquid in H,
then the unique occurrence of z in t is N-liquid.” For any standard TSS P in
ready simulation format, Xy and Ay are determined in this way, and whether P
is in rooted branching bisimulation format then depends solely on whether it is
NoNAg-patient, and condition Hl of Def. [[4] is satisfied by all rules in P.

4.2 Preservation of syntactic restrictions

In the definition of modal decomposition, we did not use the rules from the
original standard TSS P, but the P-ruloids. Therefore we must verify that if
P is in rooted branching bisimulation format, then the P-ruloids are rooted
branching bisimulation safe (Prop. B). The key part of the proof is to show
that the syntactic restriction of decent rooted branching bisimulation safety is
preserved under irredundant provability (Lem. H). The adjective irredundant is
essential here; this preservation result would clearly fail if “junk” could be added
to the premises of derived rules.

In the proofs of the preservation lemma below, rules with a negative conclu-
sion will play an important role. For this reason, the notion of rooted branching
bisimulation safety first needs to be extended to non-standard rules. In Sect.
it was explained that in the construction of P-ruloids, a non-standard rule

s Hx TR is obtained by picking one premise from each standard rule with
1yeeesm
a conclusion of the form f(x1,...,z,) — t, and including the denial of each of

the selected premises as a premise in H. The following definition is tailored in
such a way that applying this procedure to standard ntytt rules that are rooted
branching bisimulation safe gives rise to non-standard ntytt rules that are again
rooted branching bisimulation safe.
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Definition 16. An ntytt rule r = ti is rooted branching bisimulation safe
w.r.t. ¥ and A if it satisfies conditions Bl and Bl of Def. [0

Lemma 5. Let P be a TSS in decent ntyft format, in which each transition
rule is rooted branching bisimulation safe w.r.t. X and A. Then any ntytt rule
wrredundantly provable from P s rooted branching bisimulation safe w.r.t. X and

A.

Proof. Let an ntytt rule —2— or —ZL- be irredundantly provable from P, by
t—u t—~

means of a proof . We prove, using structural induction with respect to 7, that
this rule is rooted branching bisimulation safe w.r.t. X and A.

Induction basis: Suppose 7 has only one node. Then —— equals t%}—“
o t—u t—u
variable), or % equals % Both rules are rooted branching bisimulation safe

w.r.t. X and A.

(souis a

Induction step: Let r € R be the rule and o the substitution used at the bottom
of m. By assumption, r is decent, ntyft, and rooted branching bisimulation safe
w.r.t. N and A. Let

{on 25 gy [k € K}U {w, 2| £ € L}
be the set of premises of r, and

f(xla-"axar(f))i>1) or f('rl’""xm”(f))70L>

the conclusion of 7. Then o (f(x1,..., 24 (r))) = t and, in the first case, o(v) = w.
Moreover, rules r, = + for each k € K and ry) = % for each
o (vi) =0 (yr) o(we) =

¢ € L are irredundantly provable from P by means of strict subproofs of 7, where
H = Uper He UlUer He-

As r is decent, var(vy) C {x1,..., 24 ()}, s0 var(o(v)) € var(t) for each
k € K. Likewise, var(o(wy)) C var(t) for each £ € L. From rhs(H)Nvar(t) = 0 it
follows that rhs(Hy)Nvar(o(vy)) = () for each k € K, and rhs(Hy)Nvar(o(wy)) =
() for each ¢ € L. So for each k € K and ¢ € L, the rules r, and r, are ntytt
rules. By Lem. [Ml, they are decent. And by induction, they are rooted branching
bisimulation safe w.r.t. N and A.

We prove that —2— satisfies conditions Al of Def. [, and that - satisfies
t—u t—+

conditions B and B of Def. [TAl

M Consider ti . Let z € rhs(H). Then z ¢ wvar(t), so z ¢ var(o(z;)) for

each i € {1,.?.,ar(f)}. As r is decent, var(vy) C {T1,...,Ter(p)}, 50 2 ¢
var(o(vg)) for each k € K. Hence, if z € var(o(yx,)) for some ky € K,

® The syntactic restrictions on non-standard rules are usually not simply a subset
of the ones on standard rules; typically, requirements on positive premises become
requirements on negative premises, and vice versa. See for example the failure trace
format in [6].
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then by the decency of ry,, z € rhs(Hy,). Since 7y, is rooted branching
bisimulation safe w.r.t. X and A, by condition [l of Def. [[4, z occurs only A-
liquid in o(yk,). Furthermore, since r is rooted branching bisimulation safe
w.r.t. N and A, by condition [l of Def. [4, yx, occurs only A-liquid in v. By
the decency of r, var(v) C {z1,...,2q s} U{yr | £ € K}. Concluding, 2
occurs only A-liquid in o(v) = w.

Let = € var(t) occur only A-liquid in ¢. Let I denote {i € {1,...,ar(f)} |
x € var(o(z;))}. Since t = o(f(w1,...,Ter(p))), for each i € I, A(f,7) and =
occurs only A-liquid in o(x;). Since 7 is rooted branching bisimulation safe
w.r.t. X and A, by condition B of Def. [[4 or Def. M8 the x; for all ¢ € I
occur only A-liquid in 7. Hence x occurs only A-liquid in o(vg) for all k € K
and in o(wy) for all £ € L. Since the ry, for all £ € K and ry for all £ € L
are rooted branching bisimulation safe w.r.t. X and A, and decent, it follows
using condition A that x occurs only A-liquid in these rules. (The reference to
the decency of r and 7, is needed in case z does not occur in their source.)
So x occurs only A-liquid in H. Moreover, x occurs only A-liquid in o(y)
for all £ € K. Since r is rooted branching bisimulation safe w.r.t. N and A,
by condition [ of Def. [[4, the y; for all £ € K occur only A-liquid in v. And
for each ¢ € I, A(f,4) implies that x; occurs only A-liquid in v. We already
noted that x occurs only A-liquid in o(z;) for each ¢ € {1,...,ar(f)}. By
the decency of r, var(v) C {x1,...,Zer(r)} U{yr | k € K}. Hence z occurs

only A-liquid in o(v) = w. Concluding, = occurs only A-liquid in —Z— or
H t—u

t-4 "

Suppose that = occurs only R-frozen in ¢. Then, for each i € {1,...,ar(f)},
either =R(f,7), or = occurs only N-frozen in o(x;). In the first case, since r is
rooted branching bisimulation safe w.r.t. X and A, by condition Bl of Def. [[4]
or Def. M8, x; occurs only N-frozen in vy for all £k € K and wy for all £ € L.
So x occurs only R-frozen in o(vg) for all £ € K and o(wy) for all £ € L.
Since 1y, for all k € K and ry for all / € L are rooted branching bisimulation
safe w.r.t. X and A, and decent, it follows using conditions Bl of Def. [4 and
Def. [[@ that x occurs only R-frozen in H.

Consider - LH) . Suppose that x has exactly one R-liquid occurrence in t,

which is also /T—liquid. Then there is an ig € {1,..., ar(f)} with R(f,iy) and
A(f,i0) such that x has exactly one R-liquid occurrence in o(x;,), which is
also A-liquid. Furthermore, for each i € {1,..., ar(f)}\{io}, either =R(f, 1),
or x occurs only R-frozen in o(z;). Since r is rooted branching bisimulation
safe w.r.t. X and A, by condition B of Def. [, if =X (f,7), then x; occurs only
N-frozen in vy for all k£ € K, as well as in wy for all £ € L. And by condition
@ of Def. [[4] there is a K’ C K containing at most one element such that z;,
has exactly one R-liquid occurrence in vy, if k € K’, and occurs only N-frozen
in v, for all k € K\K’, as well as in wy for all £ € L. Moreover, by condition
of Def. [4], the unique N-liquid occurrence of z;, in vy must be A-liquid.
Hence x has exactly one N-liquid occurrence in o(vg) if £ € K’, which is
also A-liquid, and occurs only N-frozen in o(vy) for all £ € K\K’, as well
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as in wy for all ¢ € L. Since the r; for all K € K and 7, for all £ € L are
rooted branching bisimulation safe w.r.t. X and A, by condition @ of Def. [[4],
x has at most one R-liquid occurrence in (the left-hand side of) one premise
in Hj,, which must be positive, if k¥ € K’. And by conditions Bl of Def. [[4 and
Def. M8, = occurs only N-frozen in the premises in Hy, for all £ € K\ K’, and
in those in Hy for all £ € L. Concluding, since H = (J,c o HxUU,c;, He, and
K’ contains at most one element, x has at most one N-liquid occurrence in
(the left-hand side of) one premise in H, which must be positive.

Suppose that = has an N-liquid occurrence in a positive premise in H with
label 7. Then clearly K’ = {ko}, where = has exactly one R-liquid occurrence
in o (v, ), which is also A-liquid, and in a positive premise in Hy, with label 7.

Hy,

o (vky) Lo (y,)
A, by condition @l of Def. T4, r;,, must be RNA-patient. In particular, By, = 7.
Since moreover RNA(f,ip), z;, has an RNA-liquid occurrence in vy, , and r is
rooted branching bisimulation safe w.r.t. X and A, by condition @ of Def. [[4],
r must be an XNA-patience rule. This implies that K = {ko} and L = 0); so
H = Hy,. It follows that —£— is RN A-patient.

Since 1y, = is rooted branching bisimulation safe w.r.t. X and

t—u
Hence —2— or -2 is rooted branching bisimulation safe w.r.t. X and A. O
t—u t—F—

Proposition 2. Let P be a TSS in ready simulation format, in which each
transition rule is rooted branching bisimulation safe w.r.t. N and A. Then each
P-ruloid is rooted branching bisimulation safe w.r.t. X and A.

Proof. We recall from Sect. L5l that the standard T'SS P can be transformed
into a TSS P in decent ntyft format; the P-ruloids are those decent nxytt rules
that are irredundantly provable from P.

As the rules of P are rooted branching bisimulation safe w.r.t. X and A, then
so are the rules in PT™. Namely, as described in Sect. B0, the rules in P+ are
constructed in three steps. The first step (the conversion of P to decent ntyft
format) clearly preserves the [rooted branching bisimulation format] The second
step (the construction to reduce left-hand sides of positive premises to variables)
yields an intermediate TSS, all of whose rules are irredundantly provable from
P, and thus is covered by Lem. Bl Regarding the final step (constructing non-
standard rules with negative conclusions), as said before Def. [[@, this definition
is tailored in such a way that applying this procedure to standard ntytt rules
that are rooted branching bisimulation safe gives rise to non-standard ntytt rules
that are again rooted branching bisimulation safe.

Since the rules in P are rooted branching bisimulation safe w.r.t. X and A,
by Lem. H, each P-ruloid is rooted branching bisimulation safe w.r.t. Nand A. O

4.3 Preservation of modal characterisations

Consider a standard TSS in rooted branching bisimulation format, w.r.t. some
N and A. Def. yields decomposition mappings ¥ € t (), with I" := RNA.
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In this section we will first prove that if ¢ € Oy, then ¢(x) € Oy if x occurs
only A-liquid in ¢. (That is why in the branching bisimulation format, A must be
universal.) Next we will prove that if ¢ € Oy, then ¢(z) € OF, for all variables
x. From these preservation results we will, in Sect. £ deduce the promised
congruence results for branching bisimilarity and rooted branching bisimilarity,
respectively.

Proposition 3. Let P be an NNA-patient standard TSS in ready simulation
format, in which each transition rule is rooted branching bisimulation safe w.r.t.
N and A. For any term t and variable x that occurs only A-liquid in t:

pel, = VY€ t_l(go) c(x) € OF

Proof. We apply simultaneous induction on the structure of ¢ € O and the
construction of . Let ¥ € t~1(¢), and let z occur only A-liquid in ¢. First we
treat the case where ¢ is univariate. If = ¢ var(t), then by Lem. B ¢ (z)=T € O5.
So suppose x has exactly one, A-liquid occurrence in t.

— ¢ = Nicr i with ¢; € Oy for each i € I. By Def. QI ¢(x) = A,c; ¥i(2)
with v¢; € t71(y;) for each ¢ € I. By induction on formula size, 1;(z) € OF
for each i € I, so ¢(z) € O .

— ¢ = = with ¢’ € Q. By Def. I3, there is a function h : t~1(¢’) — var(t)
such that ¢ (z) = A, ¢;-1(,) "X(2). By induction on formula size, x(z) € OF
for each x € h™1(z), so ¢(z) € OF.

— ¢ = (€)(p1(T)p2) with @1, € Op. According to Def. [[H, we can distin-
guish two cases.

CASE 1: 9(x) is defined on the basis of Def. [BQI#al Then ¢ (z) = (e)x(x) if
x occurs N-liquid in ¢, or ©(z) = x(x) if x occurs R-frozen in ¢, for some
X €t (p1(7)p2). By Def. M x(x) = x1(2) A x2(z) with x1 € ¢ (1)
and y2 € t7!((7)¢2). By induction on formula size, x1(x) € Oj . For
x2(z), according to Def. [QH, we can distinguish three cases.

CASE 1.1: xo(z) is defined on the basis of Def. [[QBal Then xo € t~1(p2).
By induction on formula size, x2(z) € O} . Since ¢ (z) is of the form
(€)(x1(x) A xa(z)) or x1(z) A x2(x), it follows that ¢ (z) € O .

CASE 1.2: xa(x) is defined on the basis of Def. [3BD. Then xy occurs XNA-
liquid in ¢, and either x2(z)=(7)¢(x) and = occurs N-liquid in ¢ (if z=1)
or x2(z) = &(x), for some ¢ € t71(ps). By induction on formula size,
§(x) € Oy . Since 9h(x) is of the form (€)(x1(x)(7)¢(2)), {€) (x1 () AE(x))
or x1(z) N&(z), it follows that ¢ (z) € Oy .

CASE 1.3: x2(z) is defined on the basis of Def. [3Ed, employing an RXNA-
impatient P-ruloid - and a £ € u!(yp2). So

xa() =¢&@) A N\ BYEw) A N\-NT.

e-2syeH v EeH

By Prop. 2, - i is rooted branching bisimulation safe. Since the oc-

currence of x in ¢t is A-liquid, by condition B of Def. [[4, x occurs only
A-liquid in u. Therefore, by induction on formula size, £(x) € O .
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CASE 1.3.1: The occurrence of x in t is R-frozen. By condition Bl of Def. [T4]
x does not occur in H. Hence x2(x) = {(x) € O and thus ¢(z) € O} .

CASE 1.3.2: The occurrence of z in ¢ is R-liquid. By condition @l of Def. [[4]
H has at most one premise of the form x — y, for which § # 7, and
none of the form = —/~. Thus either y(z) = &(z)—and we are done—
or x2(z) = &(x)(b)¢(y) with b € A and x N y € H. In the latter case
() = (e)((x1(x) N&(x))(b)E(y)). By condition [ of Def. [ y occurs
only A-liquid in u, so by induction £(y) € O . It follows that ¢(z) € OF .

CASE 2: 9(z) is defined on the basis of Def. [RHUD, employing an RNA-
impatient P-ruloid t;Hm and ay € u~1((e)(p1(7)p2)). By Prop.B Aiu
is rooted branching bisimulation safe. Since the occurrence of = in t is A-
liquid, by condition [ of Def. 4], x occurs only A-liquid in u. Therefore,
by induction on the construction of ¢, x(z) € O} .

CASE 2.1: The occurrence of x in t is N-frozen. Then

Y(a)=x(@) A N\ B)x) A \-0)T.
acLyEH z—E€H

By condition Bl of Def. [[4], x does not occur in H. So ¢(z) = x(x) € O .
CASE 2.2: The occurrence of x in t is N-liquid. Then

Y(x) = (e | x(x) A N\ B)xw) A \-~nT

e-2syeH v el

By condition @l of Def. [[4], H has at most one premise of the form x N Y,
for which 8 # 7, and none of the form x —/. Thus either ¢(z) =
(e))g(x)—and we are done—or ¥ (x) = (€)x(z){b)x(y) with b € A and
x — y € H. By condition [l of Def. 4, y occurs only A-liquid in u, so
by induction x(y) € O . It follows that ¢ (z) € OF .
— ¢ = (e)(p1{a)p2) with p1, s € OQp. According to Def. [[FH, we can distin-

guish two cases.

CASE 1: ¢(z) is defined on the basis of Def. [@Hal Then ¢ (z) = (¢)x(x) if
x occurs N-liquid in ¢, or ¥(z) = x(x) if & occurs N-frozen in ¢, for some
X €t~ (p1(a)p2). By Def. [, x(z) = x1(x) A xz(z) with x1 €t (1)
and y2 € t~1({a)p2). By induction on formula size, x1(z) € Or. And by
Def. [3E]

e@) =&x)A N\ BEwA N T

acLyeH x%GH

for some P-ruloid tiHm and ¢ € u=1(ps). By Prop. B % is rooted
branching bisimulation safe w.r.t. X and A. Since the occurrence of x
in t is A-liquid, by condition B of Def. 4, x occurs only A-liquid in wu.
Moreover, by condition [ of Def. [[4] variables in rhs(H) occur only A-
liquid in u. So by induction on formula size, £(z) € O, and £(y) € O}

for x — y € H. We distinguish two cases.
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CASE 1.1: The occurrence of x in ¢ is N-liquid. Then ¢ (z) = (e)(x1(z) A

X2(x)). The rule . LH> is rooted branching bisimulation safe w.r.t. W

and /A, and an nxytt rule. By condition @ of Def. [[4], x is the left-hand
side of at most one premise in H, which mustﬁbe positive. Hence either
x2(2) = &(z), or xa(z) = {(2)(B){(y) with x — y € H. Since a # 7, by
condition @ of Def. [[4], 8 # 7. Since 1 (z) is of the form (¢)(x1(z) A&(x))
or (e)((x1(z) A E(x))(B)E(y)), it follows that ¢ (z) € OF .

CASE 1.2: The occurrence of z in t is R-frozen. Then ¢(z) = x1(x) A x2(z).
The rule —£— is rooted branching bisimulation safe w.r.t. X and A, and

t—u

an nxytt rule. By condition Bl of Def. [4, x does not occur in H. So
X2(z) = &(z), and thus () = x1(z) Aé(x) € O}

CASE 2: 9(z) is defined on the basis of Def. T3HDL This case proceeds in
the same way as case 2 of ¢ = (€)(p1(7)p2).

Finally, suppose t is not univariate. Then ¢ = o(u) for some univariate term u
and o : var(u) — V not injective. By Def. [0, ¢ (z) = A\ ,c,-1(,) Xx(2) for some
x € u~1(y). Since u is univariate, and for each z € o~ !(x) the occurrence in u
is A-liquid, x(z) € O for all z € o~ (z). Hence 9(x) € OF. 0

Proposition 4. Let P be an NNA-patient standard TSS in ready simulation
format, in which each transition rule is rooted branching bisimulation safe w.r.t.
N and A. For any term t and variable x:

e = YYet ) :(x) e 05

Proof. We apply simultaneous induction on the structure of ¢ € Q,;, and the
construction of 1. Let 1 € t~1(p). We restrict attention to the case where ¢ is
univariate; the general case then follows just as at the end of the proof of Prop. Bl
If x ¢ var(t), then by Lem. B, ¢(z) = T € OF,. So suppose = occurs once in t.

— The cases ¢ = A\,c; @i and ¢ = =’ proceed as in the proof of Prop. Bl
— ¢ = ()’ with ¢’ € Q. By Def. [3B]

) =x@@)A N Bxwma N 0T

xLyEH r—4s€H

for some P-ruloid i - and x € u~1(¢'). By induction on formula size,
x(x) € 0F. (Induction may be applied because ¢’ € @, C Q,;.) By Prop. &
. i - is rooted branching bisimulation safe w.r.t. X and A, so by condition [I]
of Def. [[4 variables in rhs(H) occur only A-liquid in u. Hence by Prop. Bl
Xx(y) € O, and thus (B)x(y) € O, for all vt — y € H. Moreover, =(y)T €
073, for all z /»€ H. Hence ¢(x) € O,

— ¢ € Q. The cases ¢ = A\,c;¢i and ¢ = ¢ proceed as in the proof of
Prop. Bl We therefore focus on the other two cases. If the occurrence of x in
t is A-liquid, then ¢(x) € OF, follows from Prop. Bl So we can assume that
this occurrence is A-frozen.
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x o = (€)(p1(T)p2) with 1,2 € Q. According to Def. [3H, we can distin-
guish two cases.

CASE 1: () is defined on the basis of Def. [3Hal Then, since x occurs A-
frozen in t, ¥ (x) = x(x) for some x € t (o1 (7)p2). By Def. @ x(x) =
x1(x) A x2(x) with x1 € t71(p1) and x2 € t71((F)p2). By induction on
formula size, x1(z) € OF,. So to prove ¥ (z) € OF,, it suffices to prove
x2(z) € OF,. According to Def. [3H, we can distinguish three cases.

CASE 1.1: xa(x) is defined on the basis of Def. [QEal Then xo € t~ (o).
By induction on formula size, x2(z) € OF,.

CASE 1.2: ya(z) is defined on the basis of Def. [AED. Then, since  occurs
A-frozen in t, ya(z) = &(x) for some & € t71(p3). By induction on
formula size, x2(z) = {(x) € OF,.

CASE 1.3: x2(x) is defined on the basis of Def. [@IRd Then y2(x) € OF,
follows in exactly the same way as ¢ (z) € OF in the case ¢ = (a)¢’ of
this proof.

CASE 2: ¢(z) is defined on the basis of Def. I3IAD, using a P-ruloid - H

and a x € u= ({e)(¢1(7)p1)). As the occurrence of z in t is A-frozen, "

) =x@)r N Bxwnr N\ 0T

xi>y€H rYscH

By induction on the construction of v, x(x) € O . The rest of the
argument proceeds as in the case ¢ = (a)¢’ above.
x i = (€)(p1{a)pa) with ¢1,ps € Op. According to Def. [FH, we can distin-
guish two cases.

CASE 1: ¢(x) is defined on the basis of Def. [3Hal Then, since x occurs A-
frozen in t, ¥ (x) = x(x) for some x € t~(p1(a)p2). By Def. [ x(x) =
x1(x) A xa(x) with x1 € t71(p1) and x2 € t~1({a)¢s). By induction on
formula size, x1(z), x2(z) € OF,. So ¢¥(x) € OF,.

CASE 2: ¢(x) is defined on the basis of Def. [[HD This case proceeds in
the same way as case 2 of ¢ = (€)1 (T)pa. O

4.4 Congruence results

Now we are in a position to prove the promised congruence results for <, and
©

~rb -

Theorem 3. Let P be a complete standard TSS in branching bisimulation for-
mat. Then <y s a congruence for P.

Proof. Let p, p’ be closed substitutions and t a term. Suppose that p(x) <y, p' ()
for all x € var(t); we need to prove that then p(t) & p/(¢).

By Def. [[H each transition rule in P is rooted branching bisimulation safe
w.r.t some N and the universal predicate A, and P is RNA-patient and in ready
simulation format. Let p(t) = ¢ € Q. By Thm. B taking I" := XNA, there is
a1 € t71(p) with p(z) = ¥(x) for all x € var(t). Since x occurs A-liquid in ¢
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(because A is universal), by Prop. Bl, ¥(x) € OF for all x € var(t). By Thm. [,
p(x) €y p'(x) implies p(x) ~o= p'(x) for all x € var(t). So p'(z) = ¥(z) for all
x € var(t). Therefore, by Thm. B, p'(t) = ¢. Likewise, p/(t) = ¢ € Q) implies
p(t) = ¢. So p(t) ~p, p'(t). Hence, by Thm. [, p(t) <y p'(t). 0

We can follow the same approach to prove that the rooted branching bisimulation
format guarantees that <, is a congruence.

Theorem 4. Let P be a complete standard TSS in rooted branching bisimulation
format. Then <, is a congruence for P.

The proof is similar to the one of Thm. B, except that Prop. Hlis applied instead
of Prop. B therefore x needs not occur A-liquid in ¢, which is why universality
of A can be dropped.

5 mn-Bisimilarity as a Congruence

We now proceed to derive a congruence format for rooted n-bisimilarity. This
format can be formulated by adding one extra syntactic restriction to the rooted
branching bisimulation format. The proofs that the resulting format is pre-
served under the transformation to ruloids, and that it guarantees that rooted
n-bisimilarity is a congruence, are for a large part similar to these proofs for the
rooted branching bisimulation format. We will therefore only explain how these
proofs deviate from the proofs for the rooted branching bisimulation format.
The notion of rooted n-bisimulation safeness is obtained by strengthening
condition [ in the definition of rooted branching bisimulation safeness. The
action refinement operator exemplifies that this strengthening is essential; see

Sect. [6.6l.

Definition 17. A standard ntytt rule r = 5 is rooted n-bisimulation safe
w.r.t. N and A if it satisfies conditions PHA of Def. [[4, together with:

1. Right-hand sides of positive premises occur only RNA-liquid in u.

Definition 18. A standard TSS is in rooted n-bisimulation format if it is in
ready simulation format and, for some X and A, it is XNA-patient and contains
only rules that are rooted 7n-bisimulation safe w.r.t. X and A.

This TSS is in n-bisimulation format if moreover A is universal.

For non-standard ntytt rules, the notion of rooted n-bisimulation safeness coin-
cides with the notion of rooted branching bisimulation safeness (see Def. [[H)).

Lemma 6. Let P be a TSS in decent ntyft format, in which each transition rule
is rooted n-bisimulation safe w.r.t. X and A. Then any ntytt rule irredundantly
provable from P is rooted n-bisimulation safe w.r.t. X and A.
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Proof. Since rooted n-bisimulation safeness is stricter than rooted branching
bisimulation safeness, preservation of conditions PHAl of rooted n-bisimulation
safeness follows directly from Lem. [l

We only need to prove that condition 1’ of Def. [T is preserved. For this, the
part within the proof of Lem. B that is devoted to the preservation of condition
[ in Def. [ can be copied almost literally. The only difference is that to obtain
a preservation proof for condition 1’, the three occurrences of “A-liquid” in the
preservation proof for condition [l have to be replaced by “NNA-liquid”. O

Now the following proposition can be proved in the same way as the correspond-
ing Prop. B for the rooted branching bisimulation format.

Proposition 5. Let P be a TSS in ready simulation format, in which each
transition rule is rooted n-bisimulation safe w.r.t. X and A. Then each P-ruloid
is rooted n-bisimulation safe w.r.t. X and A.

Proposition 6. Let P be an NNA-patient standard TSS in ready simulation
format, in which each transition rule is rooted n-bisimulation safe w.r.t. X and
A. For any term t and variable x that occurs only A-liquid in t:

pe0, = Vet (p):Y(x)e 05

Proof. Again, the proof is very similar to the proof of the corresponding Prop.
for the rooted branching bisimulation format. We spell out (part of) the only
two cases where the proofs really differ. The differences are underlined. It is here
that the stronger condition 1’ will be needed. We recall that it is assumed that
t is univariate, and that x has exactly one, A-liquid occurrence in t.

— ¢ = (e)¢’ with ¢’ €0,,. According to Def. [3H, we can distinguish two cases.
CASE 1: 9(x) is defined on the basis of Def. [3Hal
Then either 1)(x) = (€)x(x) or ¥(x) = x(x) for some x € t~(¢’).
By induction on formula size, x(z) € Q5. So ¢ (z) € O}

Case 2 proceeds as in the proof of Prop. Bl (in that proof the two occurrences
of “CASE 2” proceed in the same way). However, now ends by:
By condition 1’ of Def. [T, y occurs only XNA-liquid in u, so by induction
x(y) € 05, and according to Lem. B, x(y) = (e)x(y). It follows that ¢ (z) €

— gpn: (e)p1{a)(e)p2 with @1, 2 € O,. According to Def. [JH, we can distin-
guish two cases.

CASE 1: ¥(x) is defined on the basis of Def. [@Hal Then ¥ (x) = (e)x(x)
if  occurs W-liquid in ¢, or ¥ (z) = x(x) if  occurs N-frozen in ¢, for
some x € t~'(p1(a)(€)pa). By Def. MAM, x(z) = x1(x) A x2(x) with
x1 € t71(p1) and x2 € t71({a)(e)ps). By induction on formula size,
x1(z) € OF. And by Def. 3B,

e@) =&x)A N\ BEwA N T

e syeH N



Divide and Congruence 27

for some P-ruloid tLHm and £ € u_l(@gpz). By Prop. B, ﬁ is rooted
n-bisimulation safe w.r.t. X and A. Since the occurrence of x in t is A-
liquid, by condition B of Def. [[4, x occurs only A-liquid in u. Moreover,
by condition 1’ of Def. [, variables in rhs(H) occur only RNA-liquid in
u. So by induction on formula size, {(z) € O, and {(y) € O for

B . . .
each x — y € H. According to Lem. Hl, £(y) = (¢)¢(y). We distinguish
two cases.

CASE 1.1: The occurrence of x in ¢ is N-liquid. Then ¢ (z) = (e)(x1(x) A
x2(z)). The rule tiHm is rooted n-bisimulation safe w.r.t. X and A, and
an nxytt rule. By condition l] of Def. [[4] x is the left-hand side of at most
one premise in H, which must be positive. Hence either xs(z) = £(z), or
xa2(x) = &(x)(6)E(y) with x 2, y € H. Since a # 7, by condition H of
Def. [[d, B # 7. Since ¥ (x) is of the form (e)(x1(x) A&(x)) or {€)(x1(x) A

§(x))(B)E(y) = () (xa(x) A E(x))(B)(€)€(y), it follows that ¥ (x) € Oy
Case 1.2 and case 2 proceed as in the proof of Prop. Bl O

Proposition 7. Let P be an NNA-patient standard TSS in ready simulation
format, in which each transition rule is rooted n-bisimulation safe w.r.t. X and
A. For any term t and variable x:

0 €0, = Yt (p): () e 07,

Proof. Again, the proof is very similar to the proof of the corresponding Prop. @l
for the rooted branching bisimulation format. As in the previous proof, the only
real difference is that we have to exploit the stronger condition 1’ of Def. 7
for each P-ruloid each y € rhs(H) can occur only RNA-liquid in u; so by

-’
Lem. B if x € u=({e)¢), then x(y) = (€)x(y). Moreover, we need to observe
that =(7)T = =(7)(e) T € Oy,. 0

The proofs of the following congruence theorems for (rooted) n-bisimulation
are omitted, as they are almost identical to the proofs of the corresponding
congruence theorems for (rooted) branching bisimilarity.

Theorem 5. Let P be a complete standard TSS in n-bisimulation format. Then
<, s a congruence for P.

Theorem 6. Let P be a complete standard TSS in rooted n-bisimulation format.

Then <., is a congruence for P.

6 Examples

In this section we present some applications of our congruence formats, as well as
some counterexamples to show the need for the requirements in our congruence
formats.
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6.1 Basic process algebra

Basic process algebra BPA [d] assumes a collection Act of constants, called
atomic actions, which upon execution terminate successfully. The signature of
BPA moreover includes function symbols _ 4+ _ and _-_ of arity two, called alter-
native composition and sequential composition, respectively. Intuitively, 1 + o
executes either t1 or to, while ¢4 -t5 first executes t; and upon successful termina-
tion executes t9. In addition to 7, we assume two special constants outside Act:
€ represents successful termination, while the deadlock § does not display any
behaviour. These intuitions are made precise by means of the transition rules
for BPA.s, presented below. In these rules, ¢ ranges over Act U {7}, and « over

Act U{r,\/}.

« «
Y rK — Ty —
{ — ¢ 5—>\/ ) O%/ O%/
T1+2T2 — Y T1+2T2 — Y
VA v «
Ty — Yy Tl —> Y1 T2 —> Y2
e (6%
T1-Tg — YT T1To2 — Y2

The TSS above is in ready simulation format: it consists of ntyft rules that
do not contain lookahead. In view of condition [ of Def. [[4, we make the first
argument of sequential composition A-liquid, and the two arguments of alterna-
tive composition and the second argument of sequential composition A-frozen.
This is in line with the intuition that A-liquid arguments can contain running
processes. The two rules for sequential composition clearly satisfy condition [ of
Def. [[4: the variable x; only occurs A-liquid in both rules. We make the two ar-
guments of both alternative and sequential composition R-liquid, because these
four arguments can all start executing immediately (in the case of the second
argument of sequential composition this is due to the presence of €). Since all
arguments of function symbols are N-liquid, condition Bl of Def. [[4l is satisfied
trivially. Finally, condition B of Def. 4] needs to be checked for the two rules for
sequential composition, as the first argument of this operator is RNA-liquid. In
both rules, 1 has only one N-liquid occurrence in the premises, and this occur-
rence is in a positive premise. In the second rule for sequential composition, the
label of this premise is / # 7. In the first rule, if £ = 7, then this is the patience
rule for the first argument of sequential composition. Concluding, the TSS for
BPA.s; is in rooted branching bisimulation format.

The rules also satisfy the strengthened condition 1’ of Def. [ So the TSS
for BPA.s, is in rooted n-bisimulation format.

Corollary 1. £, and <, are congruences for BPAs,.

6.2 Recursion

Given a signature Y, a recursive specification F is a finite set of equations
{X; =t |i=1,...,n}, where the X, are recursion variables, and the t; are
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open terms over Y/, with possible occurrences of recursion variables. Intuitively,
the syntactic construct (X|E) denotes a solution of X with respect to E. The
precise meaning of this construct is given by the transition rules for recursion
below, which originate from [I6]. The expression F in these rules represents a
recursive specification, which contains an equation X = t. Furthermore, (t|FE)
denotes the term ¢ with occurrences of recursion variables Y replaced by (Y |E).
We consider the expressions (X|E) as constants.

{E) —y
(X|E) =y
The resulting TSS is in rooted n-bisimulation format.
Corollary 2. £,y and <., are congruences for BPA.s; extended with recur-
sion constants (X|E).
6.3 Replication

Let v : Act x Act — Act be a partial communication function, normally required
to be commutative and associative. Then the ACP parallel composition [4] is
given by the following rules, where ¢ ranges over Act U {7}, and a,b over Act.

0 Y4
xr, — Yy Ty — Y

] ¢
z1||r2 — yl|72 z1||re — 21|y

a b v V4
Ty —— Y1 T2 —> Y2 Ty —> Y1 T2 —> Y2

(v(a,b) defined)
v(a,b) v
r1||re ——— y1lly2 r1l|ze — y1lly2

Here v(a,b) is defined if the actions a and b can communicate, say because one
of them is a send action and the other a corresponding receive action. In that
case y(a,b) € Act is the action that results from the synchronisation of a and b.

The arguments of || need to be chosen A-liquid as well as R-liquid. The TSS
for BPA.s, augmented with parallel composition is in rooted n-bisimulation
format, so €,, and ¢,, are congruences for this T'SS. If we leave out the
operators for alternative and sequential composition, the resulting TSS is even
in 7-bisimulation format, and also < and <, become congruences.

The following unary replication operator ! stems from the m-calculus [29].
Intuitively it can be regarded as a parallel composition of infinitely many copies
of its argument process.

¢
z||le — y
oL
lx — y

The argument of ! is A-frozen and N-liquid, and the rule is in rooted n-bisimulation
format.
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Corollary 3. £, and &, are congruences for BPA.s. with parallel compo-
sition and replication.

We have included this example because it requires a non-variable term in the
premise of its rule. It is tempting to rewrite the rule above as

L
r—Y
0
le — yl||lz

but this would not capture initial communications between two copies of the
replicated process.

6.4 Binary Kleene star

The binary Kleene star t1*ts [25] repeatedly executes t1 until it executes to. This
operational behaviour is captured by the following rules, which are added to the
rules for BPA_ 5.

Y4
Ty —> Y x2i>y

Z (6%
x1*To — y-(x1*12) r1¥ Ty — Y

We take the arguments of the binary Kleene star to be A-frozen (they do not
contain running processes) and N-liquid (they can start executing immediately).
The resulting TSS is in rooted n-bisimulation format.

Corollary 4. £, and £, are congruences for BPA.s; with the binary
Kleene star.

6.5 Initial priority

Initial priority is a unary function that assumes an ordering on atomic actions.
The term 6(t) executes the transitions of ¢, with the restrlctlon that an initial
transition t — ¢ only gives rlse to an initial transition 0(t) %5 1, if there does
not exist an initial transition ¢ —> to with ¢ < ¢'. This intuition is captured by
the first rule for the initial priority operator below, which is added to the rules
for BPAE(;T.

xiﬂg x%forall€’>€ :I:iﬂg
9(33)i>y H(x)i>y

We take the argument of initial priority to be A-frozen (it does not contain run-
ning processes) and N-liquid (it can start executing immediately). The resulting
TSS is in rooted n-bisimulation format.

Corollary 5. <, and <., are congruences for BPA.s, with initial priority.
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Initial priority is derived from the priority operator © [I]: in O(¢) all transi-
tions of ¢ (so not only the initial ones) are blocked by simultaneous transitions
of t with a greater label.

xiﬂg x%forall€'>€ :I:iﬂg
¢
O(x) — O(y) O(z) Ly

Consider the first rule above. In view of the target @(y), by condition [ of Def. 4]
the argument of © must be chosen A-liquid. And in view of condition B of Def. [[4],
the argument of ©® must be chosen N-liquid. The RN A-liquid argument x occurs
N-liquid in the negative premise, which violates condition @l of Def. [l In general,
the priority operator @ does not preserve rooted branching bisimilarity (cf. [32,
pp. 130-132)).

6.6 Action refinement

The binary action refinement operator t1[b ~~ to], for some b€ Act, replaces each
b-transition in t; by the behaviour of 5.

« b Y/
ry — Yy 1 — Y1 T2 — Y2

(a #0)

xl[b“”-%?] i>y[wa2] xl[waz] i)yz(yl[b'v‘»l'z])
Note that an initial successful termination of t5 is ignored, as else we would
get a transition rule with lookahead, which would violate the rooted branching
bisimulation format.

For the second rule of action refinement to be rooted branching bisimulation
safe, it is essential that the second argument of sequential composition is A-
liquid, for else it would violate condition [ of Def. [[4l. But then, since in BPA_4.
x1 i>yl x2 L>y2

. wl'$2L>y2. .
Def. M4l Namely, the occurrence of x5 in the source is at an RNA-position, and

x9 occurs at an N-liquid position in a positive premise with the label 7, but
this is not an NNA-patience rule. Thus the TSS for BPA.s,. with the rules for
action refinement above is not in rooted branching bisimulation format. And
it should not be, as ,;, is not a congruence for this process algebra, due to
the presence of the empty process. For example, b-(7-c) <, b-c, but the terms
b-(1-¢)[b ~ b-(d-d 4+ €)] €4 b-(d-0 + 7-¢) and b-¢[b ~ b-(d-6 + €)] €4 b-(d-d + ¢)
are not rooted branching bisimilar.

Let us now consider the action refinement operator in the context of BPAj.,
so without the empty process. Since ¢ is no longer present, we adapt the TSS
for this basic process algebra as follows, where a ranges over Act. Whereas in
BPA.s, a transition p — ¢ can be thought of as statement that immediate
termination is possible in state p, here it indicates an internal action resulting
in successful termination.

this argument is also N-liquid, the rule violates condition Hl of
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(6 (6
xr1 — To —
a -2 1 T—>\/ ) O‘? O‘?
T1+ T2 — Y T+ T2 — Y
¢ Vv
Ty —y ry —y
e T
T1To — Y- To T1T2 — T2

The TSS for BPAy, with action refinement is in rooted branching bisimulation
format, if we mark the arguments of the BPA operators as before, except that
the second argument of sequential composition is A-liquid, in view of the second
rule for action refinement. Moreover, the first argument of action refinement is
made A-liquid and N-liquid, while the second argument of action refinement is
made A-frozen and N-liquid.

Corollary 6. <., is a congruence for BPAs, with the action refinement oper-
ator.

In the congruence format for rooted n-bisimilarity, condition [ of Def. [4 is
strengthened: right-hand sides of premises can only occur NNA-liquid in the
target. That this strengthening is essential is illustrated by the fact that BPAy.
with action refinement fails to be compositional for rooted n-bisimilarity. For
example, the law a-(7-x + y) = a-(7-x + y) + a-x is sound modulo rooted 7-
bisimilarity, while after refining a to b-c, the resulting law (b-c)-(7-x + y) =
(b-c)(T-x+y)+ (b-c)-x is not sound modulo rooted n-bisimilarity; see [20, Sect. 7].
Note that the second rule for action refinement above violates condition 1’ of
Def. [, because the occurrence of y in the target is at an N-frozen position. And if
we try to resolve this by making the second argument of sequential composition
N-liquid, then the TSS is not RNA-patient (and thus not in rooted branching
bisimulation format), due to the absence of a patience rule for the RNA-liquid
second argument of sequential composition.

6.7 A-liquid but N-frozen

In most of the above applications, it suffices to take A4 C N. The only excep-
tion so far is action refinement, but this operator does not fall in the rooted
n-bisimulation format. The TSS of the following example does fall in the 7n-
bisimulation format (A is universal); yet it is not possible to take A C X.

Ezample 3. Let f be a binary operator that interleaves actions ¢ € A U {7}
from its arguments, until its first argument produces an action crash. Then f
performs the actions alert and prevent meltdown, without any 7-steps in between,
and subsequently continues as its second argument.

0 Y4 crash prevent
r—Y T2 — Y r — T meltdown
pm.y ?

alert

flan,z2) == f(y,22)  flzr,z2) == f(zr,y)  fzoy) 25 pmey
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Here pm is a CCS action-prefixing operator (cf, Example B). For this TSS to
be in (rooted) n-bisimulation format, it is essential that the argument of pm is
marked as R-frozen (and hence not accompanied by a patience rule) but A-liquid,
for it harbours a process that has already started but is not currently running.

6.8 Counterexamples

We now present a series of counterexamples of complete T'SSs in ntyft /ntyxt for-
mat, to show that none of the syntactic restrictions of our congruence formats
can be omitted. (Of course it remains possible that certain restrictions can be
refined.) In [22] a series of counterexamples can be found showing that the syn-
tactic restrictions of the ntyft/ntyxt format are essential as well. Furthermore,
in [8] a counterexample is given to show that completeness (there called positive
after reduction) is essential.

It is well-known that branching and n-bisimilarity are not a congruence for
BPA_s-. For instance, a £ 7-a, but a + b ¢, 7-a + b. The TSS for BPA.s,
(see Sect. B)) is in rooted n-bisimulation format, whereby it is essential that
the arguments of alternative composition and the second argument of sequential
composition are made A-frozen. This shows that universality of the predicate A
cannot be omitted from the branching and n-bisimulation format.

The following counterexamples will focus on the rooted branching bisimu-
lation format. They feature terms t¢1,%t> and a unary function symbol f with
t1 2 te and f(t1)$£, f(t2). This shows that none of the four semantics of this
paper is a congruence, since £,, and £, are the strictest and most relaxed
semantics, respectively, in this paper. The need for the strengthened restriction
1" of Def. [[7 (compared to condition [l of Def. [[dl) was already shown at the end
of Sect. B8

The examples in this section assume the T'SS for BPA s, with Act = {a, b, c}.
The arguments of alternative composition and the second argument of sequential
composition are A-frozen and N-liquid, while the first argument of sequential
composition is A- and N-liquid.

Ezample /. We extend BPA.s, with the following rule:

Ty oy -z
fl@) =6

Clearly, a-a €, a-(7-a). However, f(a-a) ¢, f(a-(1-a)), since f(a-a) — 6,
while f(a:(7-a)) cannot perform any transition.

We make the argument of f A-frozen and N-liquid. The rule above is not in
rooted branching bisimulation format because it contains lookahead.

Ezample 5. We extend BPA.s5, with the following rule:

a
r—rY

f(@) = f(y)
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f(a-a) %, fla-(7-a)), since f(a-a) — f(e-a) — f(e), while f(a-(7-a)) can do
an a-transition only to f(e-(7-a)), which cannot perform any transition.

If the argument of f is A-frozen, then y occurs as the right-hand side of a
premise and A-frozen in the target, violating condition [ of Def. [[4. And if the
argument of f is N-frozen, then x occurs N-frozen in the source and N-liquid in
the premise, violating condition Bl of Def. [[4l Finally, if the argument of f is
NN A-liquid, then it violates the restriction in Def. that there should be an
NN A-patience rule for this argument.

Ezample 6. We extend BPA.s5, with the following rules:

xéy xi>y x%
fla) = fly)  fl@) = fly)  fl@) =9

f(a-a) 4, f(a(T-a)), since f(a-(r-a)) = f(e-(1-a)) — &, while f(a-a) can do
an a-transition only to f(e-a), and f(e-a) % for a € {c,7}.

As in the previous example, it can be argued that the argument of f must be
NN A-liquid. Note that this time there is an XNA-patience rule for the argument
of f. However, the third rule is not rooted branching bisimulation safe, because
the occurrence of x in the source is NNA-liquid, and = occurs R-liquid in the
negative premise, violating condition @l of Def. [[4l.

Ezample 7. We extend BPA.s5, with the following rules:

x>y xi>y T —y
flx) = fly)  fl@) = fly)  fla) =3

f(a-a) 4, f(a(T-a)), since f(a-(r-a)) == f(e-(1-a)) — &, while f(a-a) can do
an a-transition only to f(e-a), and f(e-a) % for a € {c,7}.

As in the previous examples, the argument of f must be RNA-liquid. How-
ever, then the third rule is not rooted branching bisimulation safe, because the
occurrence of x in the source is RNA-liquid, and x occurs N-liquid in the positive
premise with the label 7, while this rule is not XNA-patient, violating condition

A of Def. [T

Ezample 8. We extend BPA.s5, with the following rules:

K —=( (K K —= 6 CLHS v 256 v 25

T a b
T —y - T—Yy T— 2z
o) D W T T

Clearly, 7-v €, 7-k. However, f(7-v) ¢, f(Tk), since f(rv) — f(ev) —
g(ev) == 6, while f(r-x) only exhibits an infinite sequence of T-transitions:
f(r-k) = fler) — f(() — f(k) — ---, with side transitions f(7-x) —
g(mK), f(O) = g(¢), etc., to states from which no further actions are possible.
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Again, the argument of f must be XNA-liquid. Considering the last rule, the
argument of g must be N-liquid, in view of condition B of Def. [[4l. If the argument
of g is A-liquid, then in the last rule the occurrence of x in the source is RNA-
liquid, and = has two RN-liquid occurrences in the premises, violating condition F
of Def. M4l And if the argument of g is A-frozen, then in the last but one rule,

x occurs A-liquid in the source and A-frozen in the target, violating condition
of Def. [[4

Ezample 9. In the TSS from Ex. B we replace the last two rules with the fol-
lowing rules:

a b c
rT—y T —>2 g(z) —y

g(x) =6 f(x) =0

f(rv)4t, f(rk),since f(r-v) — f(ev) — 6, while f(7-k) can only perform
T-transitions.

Again, the argument of f must be RNA-liquid. Considering the first rule, the
argument of g must be N-liquid, in view of condition B of Def. [[4, and A-frozen,
in view of condition M of Def. [4. However, then the second rule is not rooted
branching bisimulation safe, because x occurs A-liquid in the source and A-frozen
in the left-hand side of the premise, violating condition B of Def. [4l

7 Abbreviation Expansion

Inspired by the congruence formats of [H], in [T9] a two-tiered approach to struc-
tural operational semantics was introduced. It divides function symbols into two
classes: principal operators and abbreviations. An abbreviation can be obtained
by grouping together (and permuting) the arguments of a principal operator.
For example, f(x,y) could be an abbreviation of g(x,y,x), for a ternary prin-
cipal operator g. In the two-tiered approach the abbreviations do not have to
obey the syntactic restrictions of a congruence format, as long as they abbre-
viate principal operators that do. Here we generalise this two-tiered approach
from TSSs in GSOS format [7] to standard TSSs in decent ntyft format (using
a different presentation than in [I9]). This generalisation will help us to give a
fair comparison between the congruence formats in [BI9] and the ones in the
current paper; see Sect. B

The following copying operator occurs in [7, page 257|; there it plays an
essential role in analysing the expressive power of the ready simulation format
for processes without internal actions.

X i) y X # yl X L) yQ
cp(z) = ep(y)  ep(@) == cp(y1)|lep(yz)

The underlying alphabet of actions is {b,¢,d,l,r, s}, with a ranging over the
normal actions b,c,d, and [,r,s being the left and right forking actions and
split action. The copying operator passes normal actions through, but when its
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argument process offers a choice between actions [ and r, the copying process
chooses both branches, thereby turning into a parallel composition of two copies
of itself.

One way of extending this idea with the internal action 7 is to add a patience
rule for the argument of cp and replace the second rule by something like

€T :>L> y1 T :>L> Y2
S
cp(r) =>— cp(y1)||cp(y2)

where = stands for a sequence of internal transitions. This way we have

cp(t-l-p+ 71:q) =>— cp(p)|lcp(q) -

We also have cp(7-I-p + 7-7-q) — cp(l.p), where the target process deadlocks.

Of course, the suggested TSS does not fit in the ready simulation format, due
to the presence of lookahead, but the following TSS in ready simulation format
implements the same idea.

o L) y X L) yl s L) y2
cp(z) = ep(y)  ep(@) == cp(y1)|lcp(yz2)

T T

cp(x) — bn(y, x) cp(x) — bn(z,y)

T~y zg — y
bn(xy,xe) — bn(y, z2) bn(zy,xe) — bn(z1,y)
T —y Ty =y
bn(zy,zs) — cp(y) bn(zy,x2) — cp(y)

l
Ty —> Y1 T2 — Y2
bn(z1,x2) — cp(y1)|ep(y2)

Here the auxiliary operator bn is a binary version of the copying operator, that
can probe two branches of 7-actions at the same time. If these two branches
offer a pair of forking actions, the desired split occurs, whereas a normal action
encountered on any of the branches collapses bn back to its unary counterpart.

In view of the first, fifth and sixth rule, the arguments of both c¢p and bn need
to be XN A-liquid. Therefore the second, third and fourth rule violate condition @l
of the rooted branching bisimulation format; moreover, the patience rule for
cp(z) is missing. In spite of this, <, €., &, and &,, are congruences for
cp. This can be seen by thinking of c¢p(z) as an abbreviation for bn(z, z). This
way, all rules for cp can be construed as special cases of the rules for bn, and
the resulting five rules for bn fit the n-bisimulation format.

In general, we will translate one T'SS P into another T'SS P*, by finding a
principal operator (like bn) for each abbreviation (like cp). From the fact that
a weak semantics ~ is a congruence for P*, we will then conclude that ~ is a
congruence for P.
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Definition 19. A translation from a TSS P = (X, R) to a TSS P* = (X*, R*)
is a function * : X — X*, together with, for each f € X an argument matching

AL . ar(f9)} = A{1,...,ar(f)}.

Here we overload the symbol f; it is always clear from the context whether
we mean the function symbol in X' or its corresponding argument matching.
Translations naturally extend to functions * : T(X) — T(X*) by 2* =z for x €V
and f(ti,...,ter(p)" = f*(t}(l), e ’t?(ar(f*)))' They further extend trivially
to (sets of) literals. Moreover, they extend to substitutions o : V' — T(X) by
o*(x) ;= o(x)*, so that o(t)* = o*(t*) for any term t.

A translation from P to P* is lifted to a conversion of rules of P to rules of
P* in two steps. First the sources are “starred”, producing an intermediate TSS
P’. Next the premises are starred, yielding P*. There is a degree of freedom in
converting P to P’; however, both P and P* are completely determined by P’.

Definition 20. A standard TSS P = (X, R) in decent ntyft format is an alter-
native representation of a standard TSS P* = (X*, R*) in decent ntyft format
if there exists a translation * : Y — Y* and an intermediate standard TSS
P = (XY UX* R')in decent ntyft format, whose rules have sources in T(X*) but
premises and targets in T(X'), such that

H* H
R* = { - —— ¢ R’}
t—u* |t —u
and
H H
. { o (H) . R,}
f(xla---axar(f))_>0_f(u) f*(zla"-azar(f*))—>u

where the substitution oy : {z1,..., 24 ()} — {Z1,...,Zar(p)} is given by
o7(2zi) = x4@). (By a-conversion we can ensure that all sources f(...) in R
have arguments x1,...,Z4-(s), and all sources f*(...) in R* have arguments
ARRERE, Zmn(f*).)

In our running example, the translation is given by cp*=bn with cp(1)=cp(2)=1
and bn* =bn with bn(1)=1 and bn(2)=2. The intermediate TSS consists of just
the five rules for bn in the original TSS. Note that the first rule of P is linked
to the third (and fourth) rule of P’, the second rule of P is linked to the fifth
rule of P’, and the third and fourth rule of P are linked to the first and second
rule of P’. The TSS P* is obtained by replacing terms cp(z) in targets in P’ by
bn(z, z).

T~y Ty —y
bn(zy,xs) — bn(y, z2) bn(zy,xs) — bn(zy,y)
T~y Ty —— Y

bn(xy,xs) — bn(y,y) bn(zy,z2) — bn(y,y)

l
r1 —> Y1 T2 — Yo
bn(xla@) = bn(yl,y1)||bn(y2,y2)
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This TSS is in n-bisimulation format, with both arguments of bn RNA-liquid.
Thus <y, €, £, and £, are congruences for P*.

In all applications of this approach we have encountered so far, including the
example above, we have (possibly up to renaming of function symbols) X* C X
and R' C R. In [19] this was even required by definition. It is in this case that
we call P a two-tiered TSS, with the operators in X* principal operators and the
ones in X\ X* abbreviations.

We will now prove that, if P is an alternative representation of P*, then for
any weak semantics ~ including strong bisimilarity, any congruence result for
P* carries over to P.

Lemma 7. Let P = (X, R) be an alternative representation of P* = (X*, R*)
and p,q' € T(Y) closed. Then P* s p* = ¢ iff 3¢: PFusp —> ¢ N q" = ¢

Proof. “Only if”: The proof of this direction will be delivered in three steps.

Claim 1: Let % be a closed substitution instance of a rule of P. Then I:* is a
closed substitution instance of a rule of P*.

in R corresponémg to H +— in R'. Then K = o(0¢(H)), and thus

f*(zlv”wzar(f*))—)u
K* = o0*(0;(H")) = 0*(of(H")) (because of = oy). Likewise ¢* = o*(ay(u")).
Furthermore,

p* = O-(f(xla---axar(f)))*
P @iy T p(ar(roy))
= 0'*((Tf(f*(zla---azar(f*))))

Thus —£ is a substitution instance of the rule H - in R*,
. p*—q* . . .f*(zlw"vzar(f*))_)u*
using the closed substitution o o oy. n

Claim 2: If a closed transition rule — Ni> -, where N contains only negative
pr——q

premises and p € T(Y), is irredundantly provable from P*, then N = M* and

¢ = q*, with —4— irredundantly provable from P.
p

——q
Proof: By induction on the structure of irredundant proofs. Let 7 be an irre-
dundant proof of from P*, and let r 6 R* be the rule and p the sub-

stitution used in the last step of 7. Let r = o € R* with = H_ c R'. Fur-
thermore, let p = f(p1,...,Par(s))- Then p* = f* (pf(1 S Df(ar(fr))) = p(t).
Hence t = f*(21,...,2ar(p+)) and p(z;) = Py for 1 < i < ar(f*). Let the
closed substitution w : {21,..., Zer(p+)} — T(X*) be given by w(z;) = ps(,) for
1 <i<ar(f*). Then p(z;) = w*(z;) for 1 <i < ar(f*).

For each positive premise v, SN y in H, a strict subproof of 7 irredundantly
My , with N, € N. Since r is decent, var(v,) C var(t) =

p(’v*)ﬂw(y)

{21, ..., Zar(s+)}- Hence p(v *) = w*(v,;) = w(vy)*. By induction we obtain N, =
M and p(y) = q,, with

proves a rule

ay irredundantly provable from P.
w(vy)—>qy
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We have r’ = f(x17.~.,$z]:»((f)[))i>0f(u) € R with o¢(2;) = T f(4) for1 <1 < ar(f*).

Let o : var(r’) — T(X) be the closed substitution with o(x;)=p; for 1 <i<ar(f)
and o(y)=qy for yerhs(op(H))=rhs(H). Then cooy(z;) =0 (x¢3u)) =Py 1)— w(z;)

for 1 < i < ar(f*). Therefore, for each v, —% y € H we have o ooy (v, —% y) =
w(vy) v, qy, and for each v 7% € H we have o ooy (v 7BL>) = w(v) 7%
The rules Ly for y € rhs(H) are irredundantly provable from P, and

('Uy)_”]y

applying o to r’ € R yields

{w(vy) =% gy |y € rhs(H)} U {w(v) > |v /> e HY
fP1s- - Dar(s)) AN o(of(u))

So ——M __ with M := Uy s My U {w(v) 7BL> | v 7'89 € H} is irredun-

p——o(oy(u))

dantly provable from P.

M* = Uy My U {w*(v") 2 |05 e HY =
= Uyernsin Ny U {plv") P> [v 4> e HY = N.

As = f is decent, u contains no other variables than z; for 1 <i < ar(f*)
and y for y € rhs(H). We have (0 0 07)*(2;) = w*(2;) = p(2;) for 1 <i < ar(f*)
and (0o 0y)*(y) = o(op(y))* = o(y)* = q, = ply) for y € rhs(H). Therefore
o(07(u)* = p(u) = ¢ .
The following claim strengthens the direction “only if” of the lemma.

Claim 3: If P s A for a closed literal A\, then P* |, \*.

Proof: By induction on the structure of well-supported proofs. Let 7 be a well-
supported proof from P of a closed positive literal A = p — ¢. Then there is a
closed substitution instance % of a rule in R, and each literal u € K is provable
by a strict subproof of 7. By induction, P* s p* for each such p. By Claim 1
K” is a closed substitution instance of a rule of P*. It follows that P* b, \*.
Now let m be a well-supported proof from P of a closed negative literal
A\ = p /. In order to show that P* s A\*, let N be a set of closed negative

literals such that, for some closed term ¢’, the rule — i - is irredundantly
p*——q

provable from P*. It suffices to show that P* s v, for a literal v denying a
literal in V.

By Claim 2, — - = M___ for some rule —4— irredundantly provable
p*—q pr—q* p—>q

from P. Since P Fs p —~, by Def. [, a strict subproof of m proves a literal x
denying a literal in M. By induction, P* -, u*. Moreover, u* denies a literal
in M* = N. m

The last claim strengthens the “if”-direction of the lemma. Its proof proceeds
along the same lines as for the claims above.

Claim 4: Let p € T(X). If P* s p* — ¢, then P F,, p — ¢ with ¢* = ¢'.
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Likewise, if P* b5 p* /=, then P s p —.

Proof: By induction on the structure of irredundant proofs. Let m be a well-
supported proof from P* of p* - ¢’ and let » € R* be the rule and p the

substitution used in the last step of w. Let r = f* € R* with —2— ¢ R’.
t—u* t—"u

Furthermore, let p= f(p1,...,Par(f)). Then p* = f* (pf(1 o Pf(ar(f))) = p(1).
Hence t = f*(z1,..., Zar(s)) and p(z;) = p}(, for 1 < i < ar(f*). Let the
closed substitution w : {z1,..., zer ()} = T(X*) be given by w(z;) = py«) for
1 <i<ar(f*). Then p(z;) = w*(z;) for 1 <i < ar(f*).

. . . a . .
For each positive premise v, —> y in H, a strict subproof of 7 proves

p(v,) — p(y). Since r is decent, var(vy) C wvar(t) :a{zl,...,zar(f*)}. Hence
p(vy) = w*(vy) = w(vy)*. By induction P w(vy) — gy for some g, with

qy = p(y). L1kew1se for each negative premise v 7L> in H, a strict subproof of 7
proves p(v*) 7L> Again p(v*) = w*(v*) = w(v)*. By induction P ks w(v) 759
We have 1’ = o (H) € Rwith oy(2;) = z ;) for 1 < i < ar(f

.f(xlv”wxa'r'(f))i}o'f(u) )
Let o : var(r’) — T(X) be the closed substitution with o(x;)=p; for 1 <i<ar(f)
and o(y)=gqy for yerhs(of(H))=rhs(H). Then cooy(z;)=0 (xf( )) =Py 1)— w(z;)

for 1 < i < ar(f*). Therefore, for each v, —% y € H we have o ooy (v, —% y) =

w(vy) SN qy, and for each v 7L> € H we have o ooy (v 7BL>) = w(v) 7%
Applying o to 7’ € R yields

{w(v,) % q, |y € ths(H)} U {w(v) > |v o € HY
f(pla ce apar(f)) — G(Uf(u))

So P Fuys p — o (op(u)).

As f is decent, u contains no other variables than z; for 1 <i < ar(f*)
and y for Yy € rhs(H). We have (0 o 07)*(2;) = w*(2;) = p(z) for 1 <i < ar(f*)
and (0o 0y)*(y) = o(oy(y))* = o(y)* = q, = ply) for y € rhs(H). Therefore
o(op(u)* = p(u”) =q"

Now let 7 be a well-supported proof from P* of p* /. In order to show that

PlFysp 4>, let N be a set of closed negative literals such that, for some closed
term ¢, the rule is irredundantly provable from P. It suﬂices to show that

P Fys A, for a hteral A denying a literal v in V.

By Claim 1, and a trivial induction on the structure of irredundant proofs,
the rule Ni> - is irredundantly provable from P*. Since P* t,, p* s, by
p*——q

Def. [, a strict subproof of m proves a literal u denying a literal in N*. The
latter literal must have the form v* for some v € N.
In case v = (p, —% q,), we have p = (p —£%). By induction P b p, 2%,

and this literal denies v € N.

In case v = (p, %), we have p = (p} BN q,,) for some p, € T(X) and

¢ € T(X*). By induction Pt p, — ¢, for some ¢, € T(X) with ¢& = ¢,.
Again this literal denies v € N. m [0
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A symmetric relation R C P x P is a strong bisimulation if pRq and p —— p’
implies that ¢ — ¢’ for some ¢’ with p' Rq’. Processes p, q are strongly bisimilar,
denoted p < ¢, if there exists a strong bisimulation R with pRgq. Processes in
different T'SSs can be compared up to strong bisimilarity, namely by considering
the disjoint union of the TSSs.

Corollary 7. Let P be an alternative representation of P*, and ~ any equiva-
lence relation on processes satisfying p<2 q = p ~ q. Then p* ~ q* iff p ~ q.

Proof. We have p < p* for all closed terms p € T(X), because the relation
{(p,p*), (p*,p) | p € T(X)} is a strong bisimulation by Lemma [l Hence if p ~ ¢
then p* & p ~ ¢ & ¢*, implying p* ~ ¢*, and if p* ~ ¢* then p & p* ~ ¢* < ¢,
implying p ~ q. O

Corollary 8. Let P be an alternative representation of P* and ~ be any equiva-
lence relation on processes satisfying p< q = p ~ q, such that ~ is a congruence
for P*. Then ~ is a congruence for P.

Proof. Suppose p; ~ ¢q; for i = 1,...,ar(f). By Cor. [, pj ~ ¢} for i =
L,...,ar(f). By assumption, f(p1,...,par(r)" ~ f(q1,---,qarcs))*- Thus, by
Cor. m7 f(pla"'apar(f)) Nf(Qla"'aQar(f))' O

As for our running example, it now follows that <, <., €, and &, are
congruences for cp.

Definition 21. Let F' be a congruence format on standard TSSs that lays
within the decent ntyft format. A TSS is said to be in the two-tiered F-format
[T9], iff it is an alternative representation of a T'SS in F-format.

Theorem 7. Let ~ be an equivalence relation on LTSs such thatp< ¢ = p ~ q,
and let F' be a format on standard TSSs within the decent ntyft format so that
for any TSS in F-format, ~ is a congruence. Then ~ is a congruence for any
TSS in the two-tiered F-format.

Proof. Apply Cor. B O

8 Related Work

The first congruence formats for branching and rooted branching bisimilarity
were presented in [B], and reformulated in [I9]. The latter paper also added
the first formats for n- and rooted n-bisimilarity. Those four formats, which
are contained in the GSOS format [] (and thereby also in the intersection of
the nxytt and decent ntyft formats), distinguish so-called “principal” function
symbols and “abbreviations”. The latter can be regarded as syntactic sugar,
adding nothing that could not be expressed with principal function symbols.
In [BJT9] also simplified variants of these four formats were proposed, obtained
by requiring all function symbols to be principal; as shown in [19], the general
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formats of [BT9) can be obtained as the two-tiered version of the corresponding
simplified formats. Our main formats strictly generalise the simplified formats of
[BUT9]. Consequently, the two-tiered versions of our formats (or more precisely,
of the intersection of our formats with the decent ntyft format) generalise the
full formats of [BIT9].

For the branching bisimulation format our generalisation consists of allow-
ing transition rules outside the GSOS format; the simplified format of [B/TY)
is exactly the intersection of our branching bisimulation format and the GSOS
format. (Our predicate N marks the arguments of function symbols that are
called active in [19)].) Likewise, the simplified n-bisimulation format of [T9] is the
intersection of our 7-bisimulation format and the GSOS format. However, the
intersections of our rooted formats and the GSOS format are still proper gener-
alisations of the simplified rooted formats of [BJI9]. The latter can be described
as the intersections of our rooted formats and the GSOS format in which all
arguments of all function symbols that occur in targets of rules are required to
be A-liquid.

The applications of our formats presented in Sections (sequential com-
position in basic process algebra), (the binary Kleene star) and (action
refinement) fall inside the GSOS format but outside the formats of [H[I9]. The
replication operator of Section is an example of an application of our formats
that falls outside the GSOS format; recursion (Section [62) is another example.
We have not repeated applications of our approach that fall already within the
formats of [BT9]; these include the full process algebras CCS [28] and CSP [24].

The rooted formats of [H/I9] distinguish “tame” and “wild” function symbols.
In terms of our approach, wild function symbols have only A-frozen arguments,
and tame function symbols only A-liquid arguments. The idea to allow function
symbols with both kinds of arguments stems from [I0], where a so-called RBB
safe format for rooted branching bisimilarity was proposed, which generalises the
simplified format of [BIT9]. Given that it applies to T'SSs with predicates, it is
incomparable with our current rooted branching bisimulation format. However,
predicates can easily be encoded in terms of transitions, and when disregarding
predicates, our current format is more liberal than the format of [I0]. Still, all ap-
plications of our work discussed in Sect. [l fall within the format of [I0]. The main
point of the current framework is not that we have obtained more liberal con-
gruence formats, but that their formulations are simpler and more elegant than
existing congruence formats, and, most importantly, that they were obtained in
a systematic way from the modal characterisations of (rooted) branching and
n-bisimilarity.

9 Conclusions

We have extended the method from [6] for modal decomposition and the deriva-
tion of congruence formats to weak semantics. This paper gives a deeper insight
into the link between modal logic and congruence formats, and provides a frame-
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work for the derivation of congruence formats for the spectrum of weak semantics
from [I7].

Admittedly, the whole story is quite technical and intricate. Partly this is
because we build on a rich body of earlier work in the realm of structural oper-
ational semantics: the notions of well-supported proofs and complete T'SSs from
[18] (or actually [I5] in logic programming); the ntyft/ntyxt format from [§]; the
transformation to ruloids, which for the main part goes back to [I]; and the
work on modal decomposition and congruence formats from [6].

In spite of these technicalities, we have arrived at a relatively simple frame-
work for the derivation of congruence formats for weak semantics. Namely, for
this one only needs to: (1) provide a modal characterisation of the weak seman-
tics under consideration; (2) study the class of modal formulas that result from
decomposing this modal characterisation, and formulate syntactic restrictions
on TSSs to bring this class of modal formulas within the original modal char-
acterisation; and (3) check that these syntactic restrictions are preserved under
the transformation to ruloids. As shown in Sect. B, steps (2) and (3) are very
similar in structure for the different weak semantics based on branching and 7-
bisimulation. And as said, the end results are congruence formats that are more
general and at the same time more elegant than existing congruence formats for
these weak semantics in the literature.

We have been working on this paper over an extended period of time. Most
of all it has taken a lot of effort to arrive at the proper predicates N and A, and
the corresponding notion of patience rules. When in the end these notions were
all in place, it turned out that the whole machinery works like clockwork.

The door is now open to derive congruence formats for a wide range of weak
semantics. However, we have found that weak semantics like delay bisimilarity
[27] and weak bisimilarity [28], for which the relation pBq’ from Def. [[lis missing,
require a non-trivial extension of the framework put forward in this paper. We
intend to put forward this extended framework in a follow-up of the current
paper. For future research, it would also be interesting to see whether the bridge
between modal logic and congruence formats could be employed in the realm of
logics and semantics for e.g. probabilities and security.
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A Modal Characterisations

We prove the first part of Thm. [, which states that Qp is a modal character-
isation of branching bisimilarity. The proof is based on [9]. We need to prove,
given an LTS (P, —), that p&, g < p ~q, ¢ for all p,q € P.

Proof. (=) Suppose p <3 q, and p = ¢ for some ¢ € Q. We prove q = ¢, by
structural induction on . The reverse implication (g = ¢ implies p = ¢) follows
by symmetry.

— ¢ = Nieswi- Then p = ¢; for i € I. By induction ¢ |= ¢; for i € I, so

q = Nicr #i-

— ¢ =—¢'. Then p £ ¢'. By induction g j= ¢, so ¢ E —¢’.
— ¢ = ()p1(T)p2. Then for some n there are pg,...,p, € P with py = p,

pi — pi1 fori € {0,...,n—1}, and p,, E ¢1(7)p2. We apply induction on

n.

n = 0 Then p = ¢1, so by induction on formula size, g = 1. Furthermore,
either (1) p = @9 or (2) there is a p’ € P with p — p’ and p’ = ¢». In
case (1), by induction on formula size, ¢ = 2, 50 ¢ = (€)1 (7)p2. In case
(2), since p £y q, by Def. M either (2.1) p’ €4 q or (2.2) ¢ = ¢ —— ¢"
with p € ¢ and p’ <4 ¢”. In case (2.1), by induction on formula size,
q = ¢2. In case (2.2), by induction on formula size, ¢’ = ¢1 and ¢ = ¢,.
In both cases, q = (€)@1(T)p2.

n > 0 Since p —— p1, and p £} ¢, according to Def. [l there are two possi-

bilities.
1. Either p; €4 q. Since p1 E (e)p1(T)ps2, by induction on n, q
(€)1 (7)pa.

2. Or ¢ = ¢ - ¢ with p; €, ¢". Since p; |= ()1 (7)s, by induc-
tion on n, ¢" |= ()¢1(7)p2. Hence g [= (g)p1(7) 2.

— ¢ = (e)p1{(a)ps. Then for some n there are pg,...,p, € P with py = p,

p; — pi1 fori € {0,...,n—1}, and p, | p1(a)p2. We apply induction on

n.

n = 0 Then p = @1, and there is a p’ € P with p -2+ p’ and p’ = 5. Since
pyq, by Def. Mg = ¢ -5 ¢ with p&y ¢ and p’ & ¢”. By induction
on formula size, ¢’ = @1 and ¢” | po. Hence q = (e)p1(a)ps.
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n > 0 Since p —— p1, and p £} ¢, according to Def. [l there are two possi-

bilities.
1. Either p; <4 q. Since p; | (e)p1(a)ps, by induction on n, q
(e)p1(a)pa.

2. Or ¢ = ¢ - ¢ with p; £ ¢". Since p; = (€)1 {a)ps, by induc-
tion on n, ¢" = (e)¢1(a)p2. Hence g = ()p1(a)po.

We conclude that p ~q, ¢.

(<) We prove that ~g, is a branching bisimulation. The relation is clearly
symmetric. Let p ~g, ¢. Suppose p — p'. If & = 7 and p’ ~q, ¢, then the first
condition of Def. [ is fulfilled. So we can assume that either (i) a # 7 or (ii)
P %o, q. We define two sets:

Q ={d eP|qg=q Np o, ¢}
g [0
Q//:{q//EP|3q/EP:q:>q/ }q///\p/ 76@() q//}

For each ¢’ € @', let ¢, be a formula in Oy such that p = ¢, and ¢’ = ¢4
(Such a formula always exists because Oy, is closed under negation —.) We define

o= I\ e

qIGQI

Similarly, for each ¢” € Q"”, let 14 be a formula in O, such that p’ = ¢4 and
q" = gr. We define
p= N\ g

q/IGQ//

Clearly, ¢, € Oy, p = ¢ and p’ = 1. We distinguish two cases.

1. a # 7. Since p = (e)p{a)y € O and p ~q, g, also ¢ = (e)p(a)i. Hence
¢ = ¢ = ¢" with ¢ = ¢ and ¢” = 1. By the definition of ¢ and v it
follows that p ~g, ¢’ and p' ~g, ¢".

2. o = 7 and p’ o, q. Let ¢ € Oy such that p’ = @ and p,q = @. Since
p | ()p(7) (@ AY) € Oy and p ~o, ¢, also ¢ = (£)p(7)($ A1) So ¢ == ¢
with ¢ | o(7)(@ A ¢). By definition of ¢ it follows that p ~g, ¢’. Thus
q = §, 50 ¢ — ¢ with ¢ |= § A ). By the definition of 9 it follows that
P ~o, q"

Both cases imply that the second condition of Def. [ is fulfilled. We therefore
conclude that ~q, is a branching bisimulation. O

Using the first part of Thm. [, which was proved above, it is not hard to derive
the second part of Thm. [I, i.e. that O,; is a modal characterisation of rooted
branching bisimilarity.

The validity of the modal characterisation of n-bisimilarity can be proved in
a similar fashion.
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