Abstract—The aggregate capacity of wireless mesh networks can be improved significantly by equipping each node with multiple interfaces and by using multiple channels in order to reduce the effect of interference. Efficient channel assignment is required to ensure the optimal use of the limited channels in the radio spectrum. In this paper, a Cluster-based Multipath Topology control and Channel assignment scheme (CoMTaC), is proposed, which explicitly creates a separation between the channel assignment and topology control functions, thus minimizing flow disruptions. A cluster-based approach is employed to ensure basic network connectivity. Intrinsic support for broadcasting with minimal overheads is also provided. CoMTaC also takes advantage of the inherent multiple paths that exist in a typical WMN by constructing a spanner of the network graph and using the additional node interfaces. The second phase of CoMTaC proposes a dynamic distributed channel assignment algorithm, which employs a novel interference estimation mechanism based on the average link-layer queue length within the interference domain. Partially overlapping channels are also included in the channel assignment process to enhance the network capacity. Extensive simulation based experiments have been conducted to test various parameters and the effectiveness of the proposed scheme. The experimental results show that the proposed scheme outperforms existing dynamic channel assignment schemes by a minimum of a factor of 2.

I. INTRODUCTION

Wireless Mesh Networks (WMN) are emerging as the key future technology for providing wireless broadband access. The capability of self-organization and self-configuration have made WMNs a promising technology for numerous applications like broadband home networking, enterprise networking, neighborhood gaming and more. Several WMN deployments have been planned for major cities across the globe (Taipei, Moscow, Philadelphia, etc). To meet the ever increasing demand for more bandwidth, WMN nodes are equipped with multiple radios (NICs), each operating on different channel. Given the limited number of channels available in the radio spectrum, an effective channel assignment strategy is required. In recent years, a number of channel assignment schemes have been proposed for Multi-Radio Multi-Channel WMN (MR-MC WMN) [1]–[8]. However, the majority of these schemes suffer from one or more of the following drawbacks.

Firstly, the issue of constructing the underlying network topology of the mesh backbone to ensure connectivity – referred to as topology control – is implicitly handled in the process of assigning channels to the radios. This approach has a major drawback that any change in the channel assignment is likely to render certain links to be non-existent. Consequently, flows that are utilizing these links are disrupted and need to be re-routed, which in turn impacts the network throughput. The effect of these disruptions can be significant if these changes are frequent, which is often the case in the majority of the aforementioned schemes, wherein the channel assignments are altered in response to variations in traffic conditions or interference. Secondly, the existing schemes do not take advantage of possible multiple paths that may exist between source and destination nodes. Multipath routing protocols (e.g., AOMDV [9]) can split the traffic over alternate feasible paths thus improving the network capacity.

Another practical issue that is often overlooked is support for broadcasts (and multicasts). Note that, the broadcast primitive is not only important for certain applications (e.g., neighborhood gaming, video-on-demand), but it also plays a vital role in operation of several protocols (specifically MAC and routing protocols). With most channel assignment strategies, there is no single channel that is common to all nodes within an interference domain. Consequently, a node must transmit the same packet on all channels sequentially in order for the broadcast to be received by all the neighboring nodes. This is obviously wasteful due to multiple transmissions involved. On the contrary, schemes like [5], [7] propose the use of a common channel throughout the network to handle broadcast communications. However, this particular channel often gets overloaded in parts of the network where the traffic load is high, consequently affecting the network throughput.

Finally, another pitfall is the inaccuracy and excessive overheads associated with the interference estimation techniques employed in existing dynamic channel assignment schemes. Interference estimation is used to associate a cost with each channel so that the channel assignment algorithm can select the appropriate channel with least cost.

In this paper, we take a holistic approach to address the issues raised above. We present a Cluster based Multipath
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of vertices and each \( v \in V \) corresponds to a particular node in WMN. \( E \) is the set of edges representing the wireless links between WMN nodes. In the rest of the paper, we use the terms (i) vertex and node and (ii) edge and link interchangeably.

Each node is equipped with \( k \) radio interfaces (\( k \geq 2 \)) one of which is designated as the default interface. Note that, each node may have different number of interfaces. Let \( G_T(V,E') \) represent the graph induced by the topology control scheme and \( G_A(V,E'') \) represent the graph induced by the channel assignment scheme where \( G_A \subseteq G_T \subseteq G \).

\section*{B. Transmission and Interference Model}

Let \( R_i \) and \( R_t \) denote the fixed transmission range and interference range of all the wireless interfaces respectively, where \( R_i > R_t \). Let \( \text{dist}(u,v) \) represent the Euclidean distance between two nodes \( u, v \in V \). For two nodes \( u, v \in V \), direct communication is only possible if the \( \text{dist}(u,v) \leq R_t \) and at least one of the interfaces of the two nodes operates on a common channel. We assume that the wireless links are symmetric, such that for \( u, v \in V \), if \( u \) can transmit to node \( v \) then \( v \) can also transmit to node \( u \). Two links \( e_1 = (u_1, v_1) \) and \( e_2 = (u_2, v_2) \) interfere with each other if both edges operate on a common channel and any of the distances \( \text{dist}(u_1, u_2), \text{dist}(u_1, v_2), \text{dist}(v_1, u_2), \text{dist}(v_1, v_2) \leq R_t \).

\textbf{Definition 1:} The interference \( I(e) \) experienced by the link \( e \in E \) is the sum of the traffic load on all the interfering links.

\[ I(e) = \sum_{i \text{ is an interfering link}} \text{Load}(i) \]

where \( i \) is an interfering link.

In the proposed scheme (CoMTaC), the topology construction is performed during the network initialization phase when no user traffic is present in the network. Therefore, we assume unit load for all the links in the WMN and the simplified definition of link interference derived from Definition 1 is used.

\textbf{Definition 2:} The interference \( I_T(e) \) experienced by the link \( e \in E \) is the number of interfering links.

\[ I_T(e) = \text{Number of Interfering Links} \]

We can extend the definition of link interference to the definition of path interference (which is used as cost metric for the sake of topology control) as follows.

\textbf{Definition 3:} The interference experienced by the unit flow on a path between the nodes \( u, v \in V \) is the sum of link interference values of all the links on that path.

\[ \text{Cost}(u, v) = I_T(\text{Path}(u, v)) = \sum I_T(e) \quad \forall e \text{ on path } (u,v) \]

\section*{C. Problem Definition}

As discussed earlier, our proposed scheme seeks to create a clear demarcation between the topology control and channel assignment functionalities. Thus, our problem formulation is made up of two parts:

\textbf{Part 1:} Given a network connectivity graph \( G(V,E) \), construct the network topology graph \( G_T(V,E') \) such that the network
connectivity is ensured, overheads for broadcasting are minimal and multiple paths (of feasible cost) exist between source-destination pairs using the edges, which result in minimum interference.

Part 2: Given the above network topology graph \( G_T(V, E) \), assign the channels from the set of available channels, to the links \( e \in E' \) such that the interference \( I(e) \forall e \in E' \) is minimized.

IV. NETWORK TOPOLOGY CONTROL

Topology control in CoMItaC is achieved via a two-step process, with the final outcome being the connected multigraph \( G_T(V, E') \subseteq G(V, E) \) representing the network topology. In first step, the nodes are grouped into small clusters with the objective of designating a common default channel within each cluster, which is assigned to the default interface of each constituent cluster node. A simple mechanism to interconnect clusters using the border nodes is proposed. In second step, a spanner construction algorithm is used to identify multiple feasible paths using non-default interfaces, enhancing the basic connectivity established in first step.

A. STEP 1: Cluster Construction

Algorithm 1 provides the pseudo-code for cluster construction which is based on the clustering technique of Gonzalez [15]. The algorithm has low time complexity of \( O(kn) \) and uniform sized clusters are constructed. The cluster radius, \( r \), (maximum hop distance from the cluster head) is a design parameter. The value of \( r \) should be chosen keeping in mind the trade-off between the size of the cluster (i.e., number of nodes) and the number of clusters formed. The value of \( r = 2 \) is recommended because in most realistic mesh networks, the interference domain of a node typically covers 2-hop neighborhood [2]. The input to the algorithm is the graph \( G(V, E) \) (where each \( v \in V \) has knowledge of its hop distance from gateway) and the set of gateway nodes (nodes connected to the Internet). Initially each gateway node is designated as a cluster head and all the nodes connected to this gateway become part of one cluster (lines 8-13 of procedure Cluster). Two such clusters are shown in Figure 1 (clusters encircled by solid line). However, due to limited number of gateway nodes, the radius of these clusters can be large. Therefore, the procedure ConstructCluster is repeatedly invoked to construct a new cluster from the existing clusters (Lines 14-16) until the radius of each cluster is reduced to \( r \) at the most. To construct a new cluster, the node \( v \in V' \) with maximum hop distance from cluster head is selected as candidate for new cluster head (Line 19). The cluster is constructed around the newly selected cluster head by adding the nodes \( u \in V \) into the cluster, for which the hop distance to new cluster head is lesser than the distance from the current cluster head (Lines 20-30). These nodes are now removed from the clusters, which they were previously part of. In Figure 1, the nodes encircled by the dotted line become part of the new cluster with the cluster head denoted by ‘CHnew’. We now present a discussion about how network connectivity is maintained and broadcast is handled.

1) Network Connectivity: Within each cluster, the default interface of each node is configured on a common default channel, which is assigned using the channel assignment scheme discussed in Section V. This ensures the connectivity within the cluster. Inter cluster connectivity is established by assigning the default channel of the cluster with least cluster head ID to one of the non-default interfaces of the border nodes in the neighboring cluster. This is shown in Figure 2 where the border nodes \( I \) and \( L \) will configure one of the non-default interfaces to channel 1 (default channel of cluster 1 with least CHID). Node \( N \) will configure one of its non-default interfaces to channel 2. Note that node \( N \) does not have any neighbors from cluster 1, therefore, it does not configure its interface to channel 1. It is now easy to prove that Algorithm 1 ensures connectivity by utilizing the default interfaces only (except edge nodes where one non-default interface might be consumed).
2) Broadcast Transmissions: Since the nodes within the same cluster have a common default channel, broadcast transmission within the clusters is possible without extra overhead. However, to ensure that the broadcast can take place beyond the boundary of the cluster, certain border nodes need to broadcast on two interfaces: the default interface and the interface, which is configured to the default channel of the neighboring cluster (e.g., node N in Figure 2). This technique is efficient because of limited multiple transmissions as compared to schemes such as [1], [2], [6] where each node is required to broadcast on all channels being used in neighborhood.

B. STEP 2: Spanner Construction

The second step of the topology control scheme of CoMTaC constructs the spanner of the network connectivity graph to identify multiple feasible paths in the WMN by utilizing the non-default interfaces. Link and path interference (see Definition 2 & 3) are used as cost metrics. A path between the non-default interfaces. Link and path interference (see constructs the spanner of the network connectivity graph to optimize the interference. This is done to ensure that the broadcast can take place beyond the boundary of the cluster, because of limited multiple transmissions as compared to schemes such as [1], [2], [6] where each node is required to broadcast on all channels being used in neighborhood.

Algorithm 2 constructs the spanner of the network graph $G$ in the following manner. For every edge $(u,v) \in E$, if a path with lesser path interference exists between $u$ and $v$ as compared to $t$ times the interference on this edge, then the path is added into the resulting topology, otherwise the edge itself is added. Intuitively, the edges with high value of interference are removed from the network. Note that, this algorithm is distributed in nature and lines 4-11 can be executed at each node independently.

The spanner construction is followed by neighbor-interface binding. Such a binding is necessary for channel allocation because at least one of the non-default interfaces of the two neighboring nodes (in the spanner graph) should be on the same channel in order for the link between the nodes to exist. A simple strategy of distributing the neighbors equally among non-default interfaces can lead to a channel dependency problem, as illustrated by the example involving nodes $A, B, E, G$ in Figure 2. Suppose node $E$ uses interface 2 for links $BE$ and $EG$ and node $B$ uses interface 1 for links $AB$ and $BE$. Suppose the channel assignment of link $AB$ is changed. This essentially means that interface 1 of node $B$ will be switched to new channel, forcing node $E$ to change its interface 2 to the same channel in order for link $BE$ to exist. Similarly, node $G$ will need to change its channel assignment in order for link $EG$ to exist. Therefore, a change in channel assignment for one link can trigger a series of changes in the neighborhood. CoMTaC limits such a dependency to one hop neighbors using the following constraints:

- The non-default interface used by the border node of a cluster to bind the neighbors in the neighboring cluster should not be used to bind the neighbors in its own cluster.
- The non-default interface used by a node for neighbors of hop distance (from gateway) less than or equal to its own hop distance should not be used to bind the neighbors with hop distance more than the node itself.

Consider the same set of nodes in Figure 2, where the number against each node shows its hop distance from the gateway. Suppose node $E$ is using interface 1 for link $EG$. This interface cannot be used for link $BE$ or $BF$ based on the first constraint, because $G$ is a node in the neighboring cluster. Further suppose that node $B$ uses interface 1 for link $AB$. This interface cannot be used for link $BE$ based on the second constraint, because node $A$ has lower hop distance, while node $E$ has greater hop distance than $B$. However, Node $B$ can use same interface for link $BD$. Now consider a change in

\begin{algorithm}
\begin{algorithmic}
\STATE \textbf{INPUT:} $G(V,E)$, $|V| = n$ \& $\forall v \in V, N(v)$ is set of $t/2$-hop neighbors of $v$ \& $\text{Cost}(u,v)$ defined in Definition 3 \& $t$.
\STATE \textbf{OUTPUT:} Spanner graph $G_S(V,E')$ of $G$
\STATE \textbf{Algorithm 2 Spanner Algorithm}
\FOR{$v \leftarrow 1$ to $n$}
\STATE $\text{CHL}_1$ \text{CHID}_2 \text{CHID}_3
\ENDFOR
\end{algorithmic}
\end{algorithm}
the channel assignment for link \( AB \). This change will force node \( B \) to switch interface 1 to a new channel and in turn triggers a change in node \( D \). However, this change is only limited to the connected nodes with hop distance 0 and 1. Note that, for certain nodes with lesser number of interfaces (e.g., only one non-default interface) it may not be feasible to fulfill these constraints. The links incident on such nodes are removed from the edge set \( E' \) (graph \( G_E(V,E') \)) to achieve the edge set \( E'' \) (graph \( G_A(V,E'') \) defined in Section III-A) which is the feasible edge set (graph) for channel assignment.

V. CHANNEL ASSIGNMENT

The second phase of CoMTaC focuses on assigning the channels to the links of the graph \( G_A(V,E'') \), which is constructed during the first phase. Channel assignment is preceded by the process of interference estimation, which aims at associating a cost with each channel, thus enabling selection of the best quality channel. The estimation process is executed locally at each node. For the selection of default channel within each cluster, the interference from external sources (e.g., external WiFi deployments) is taken into account. The only way to accurately measure external interference is by periodic passive monitoring of traffic load on the channels, as proposed in [5]. We employ a variant of this technique in our scheme, which distributes the monitoring task among the nodes within a cluster. In assigning channels to the non-default interfaces, we propose the use of the average link layer as a metric for estimating the interference on the candidate channels. Note that, in our scheme we assume that the cluster head has complete information about the nodes and their neighbors within the cluster.

A. Default Interface Interference Estimation and Channel Assignment

The interference estimation process for the default channel of a cluster is collaboratively managed by the constituent nodes. Here we focus primarily on the interference created by external sources. Our scheme is based on the passive monitoring mechanism proposed in [5]. Two parameters, channel utilization and channel quality are used as metrics. One of the non-default interfaces of the nodes is configured periodically (every \( T_E \) units of time, with \( T_E \) being reasonably large to avoid frequent changes) to the packet capture mode for a specific interval of time (\( T_C \) units of time) on each channel. Note that the packets captured include the packets from external networks as well as those from nodes in WMN. The packets captured during this interval are used to calculate channel utilization. However, the captured traffic on a particular channel may not be representative of the actual load on this channel, for example, the number of successful transmissions will be low if the interference is high. Therefore, channel quality is used to refine the estimation results. The channel quality is based on a number of lower-layer metrics such as bit or frame error rate, received signal strength, etc. Almost all commodity wireless cards measure the channel quality and this value is accessible through software packages like iwconfig [17]. However, this estimation process is expensive due to the channel switching delay involved and also affects the network capacity since the interface is unavailable for forwarding the traffic during estimation. Therefore, for each period \( T_E \), the cluster head selects only a few nodes within the cluster using the following steps:

- **STEP 1:** Select a node randomly, add to set \( S \).
- **STEP 2:** Mark the node and its one hop neighbors.
- **STEP 3:** Repeat STEP 1 & 2 over unmarked neighbors in the cluster until all nodes are marked.

The nodes that belong to the set \( S \) (\( |S| = s \)) perform estimation for the current period. The random selection of nodes results in distribution of the overhead. Further, to avoid disruption of traffic flows, all flows that use the non-default interface, which is chosen for monitoring, are redirected to the default interface. Each node that performs the estimation, transmits the value of both metrics for each channel to the cluster head. The cluster head computes the best channel as follows. Let \( C \) (\( |C| = m \)) be the set of available channels. Let \( U_{ij} \) and \( CQ_{ij} \) respectively represent the utilization and channel quality measured by the node \( i \) on channel \( j \). The cluster head combines the collected information to calculate the cost of a particular channel using the following equation, where \( \alpha \) is a weight factor,

\[
\text{Cost}_j(\text{default}) = (1 - \alpha) \sum_{i=1}^{s} U_{ij} + \alpha \frac{1}{\sum_{i=1}^{s} CQ_{ij}} \quad \forall j \in C
\]

The channel with the least cost is selected by the cluster head as the default channel. If this channel if different from the currently used default channel, the cluster head informs all the nodes within the cluster of the new default channel and nodes configure their default interfaces to this channel.

B. Non-default Interfaces Interference Estimation and Channel Assignment

Relatively more accurate and inexpensive estimation is possible for the interference from within the network as compared to the interference from external sources. Research shows that channel utilization in conjunction with channel quality serve as sufficient metrics for interference estimation [5], [13], [14]. However, techniques that are currently employed to estimate the value of these metrics are expensive (see Section II-B). In CoMTaC, we propose to use the average link layer queue length as a metric for interference estimation which is easily accessible from the link layer. It is easy to show that a large value of the average queue length of the interfaces operating on a particular channel is always indicative of high interference, irrespective of the cause of increase in queue length (e.g., congestion in upstream network).

Each node periodically (every \( T_A \) units of time) transmits the information about channel and the queue length for all interfaces (default as well as non-default) to the cluster head. The border nodes used for inter-cluster connectivity transmit the information to the cluster head of neighboring connected cluster, in addition to their own cluster head. The information
from neighboring cluster nodes and default interfaces is only used for computation and no channel is assigned to these interfaces. The cluster head performs the following computation for non-default interfaces of each node. Let $C$ (|$C$| = $m$) be the set of available channels. For a particular node $v$, let $A_v = a_{ij}$ ($a_{ij} = 1$ if interface $j$ operate on channel $i$ and 0 otherwise) be the matrix of order $m \times n$, where $m$ is the number of channels and $n$ is the number of interfering interfaces of node $v$ including its own interfaces. Let $Q_{max}$ be the maximum possible queue length and $Q = q_i$ be the column matrix with dimension $n$ such that $q_i = \frac{\text{Avg. Queue Len. of interface } i}{Q_{max}}$. Let $Cost(non - dfIt) = c_i$ be the column matrix with dimension $m = |C|$ where $c_i$ is the cost of using channel $i$. Using the average queue length as metric, the cost matrix can be given as:

$$Cost(non - dfIt) = A \ast Q \quad \text{OR} \quad c_i = \sum_{j=1}^{n} a_{ij} \ast q_j \quad (1)$$

The above equation calculates the cost of channels if the channels are non-overlapping. However, partially overlapping channels interfere with one another depending upon the degree of overlap. We use the I-factor defined in [10] to capture the effect of overlap (discussion on the I-factor is omitted for brevity). For any two channels $i, j$ the value of I-factor is a constant such that $0 \leq I(i,j) \leq 1$. $I(i,j) = 1$ if $i = j$ and $I(i,j) = 0$ for non-overlapping channels. Let $X = x_{ij}$ be the matrix of order $m \times m$ such that $x_{ij} = I(i,j)$, then the Cost matrix defined in Equation 1 can be updated as follows.

$$Cost(non-dfIt) = X \ast A \ast Q \quad \text{OR} \quad c_i = \sum_{k=1}^{m} x_{ik} \ast (\sum_{j=1}^{n} a_{ij} \ast q_j) \quad (2)$$

Based on the channel costs, the cluster head computes the new channel assignment for the interfaces of all the cluster nodes. Algorithm 3 is used to assign the channels to the non-default interfaces of the nodes within the cluster. The node-interface pairs of the form $(v, i)$ are considered for assignment. First priority is given to the interfaces of the border nodes used for inter-cluster connectivity (Lines 1 - 17 of the algorithm 3). If the interface $i$ of the border node $v$ is connected to a higher priority cluster, then this interface is assigned the channel used by its neighboring nodes from that cluster (nodes $G, I, L, M, N$ in Figure 2). Otherwise, a new channel assignment is calculated for this interface of the node. If the best channel calculated differs from currently used channel, the node and the bounded neighbors with the interface are informed to update the assignment (Lines 19 - 25). The node-interface pair along with the bounded node-interface pairs are removed from the set $U$ (Line 26), ensuring that the interfaces of the nodes that are connected with higher priority neighbors are not re-processed.

**VI. SIMULATION-BASED EVALUATION**

The effectiveness of CoMTaC scheme is evaluated through simulation based experiments using the Qualnet discrete event simulator. We first evaluate the topology control scheme of CoMTaC. We investigate the effect of the design parameters, $r$ and $t$ on the cluster size, number of clusters and average hop distance. Following this, we evaluate the effectiveness of channel assignment scheme employed by CoMTaC and compare its performance with other popular algorithms such as Hyacinth [2] and [5] (the authors refer to this as BFS-CA). We also include the case where all radios are tuned to a single channel as the base case, which we refer to as Single Channel.

**A. Topology Control Evaluations**

Recall from Section IV-A that $r$ is the design parameter that governs the size of the cluster. Different values of $r = 2, 3, 4$ with sparse (average internode distance of 125 meters) and dense (Average distance of 50m) node placement are considered to evaluate the impact on cluster size. One gateway nodes is used in all cases. Figure 3(a) shows minimum, maximum and average cluster size for $r = 2$ and $4$ with different number of nodes in the network. The difference between minimum and
maximum cluster size for most of the cases is at the most 4 showing that uniform sized clusters are constructed. Further, for \( t = 2 \) the average cluster size of 8 for sparse deployment and 15 for dense deployment shows that small clusters are constructed. However, for \( t = 4 \), the average cluster size increases considerably, and the benefit of clustering (to localize the use of default channel) is almost nullified.

Spanner construction is evaluated for different values of parameter \( t \). Figure 3(b) shows the value of average hop distance for different number of nodes and values of \( t \). All pair shortest path average hop distance is also shown for comparison. Results show that the average hop distance increases with the increase in value of \( t \). This is because certain links with higher interference values are deleted using comparison on line 6 of Algorithm 2. It was also observed that the average hop distance did not increase with increase in value of \( t \) beyond 4. Therefore \( t = 4 \) served as threshold value in case of \( n = 25 \) and 36.

B. Channel Assignment Evaluations and Comparisons

In our evaluations, we compare the performance of CoMTaC with that of Hyacinth [2], BFS-CA [5] and Single Channel. The two metrics used in our evaluations include: (i) the average number of interfering radios on each channel, which captures the level of interference in the network, and (ii) aggregate throughput. Note that, we include two versions of CoMTaC in the evaluations; CoMTaC (non-overlapping) only utilizes non-overlapping channels; whereas CoMTaC (partially overlapping) incorporates partially overlapping channels as well. The results of these comparisons are summarized in Figures 3(c)-3(f). IEEE 802.11b is used as the MAC layer protocol, unless otherwise stated. The limited number of channels available in IEEE 802.11b allows to better demonstrate the effectiveness of CoMTaC. Table I lists the rest of the parameters used in the evaluations. A simple multipath routing protocol was also implemented, which was used with CoMTaC and the Single Channel case. Hyacinth incorporates a routing protocol in addition to resolving channel assignment, while a modified version of OLSR is used with BFS-CA (the implementation of BFS-CA was obtained from the authors).

Figure 3(c) shows the average number of interfering radios per channel for the different schemes. As seen from Figure 3(c), the single channel has all radios tuned to the same channel resulting in a high value for the interfering radios. Hyacinth achieves a marginally lower value (20) as compared to the non-overlapping channel version on CoMTaC (21). This is because CoMTaC uses a common channel within the entire cluster resulting in more number of interfering radios operating on this channel. On the other hand, BFS-CA has a higher value of 23 because a common channel is used throughout the network thereby increasing the number of interfering radios on this channel. Further note that the value for CoMTaC reduces to 13 if partially overlapping channels are included, since this enables greater spatial reuse. The ratio of the values for CoMTaC (non-overlapping) and CoMTaC (partially overlapping) is \( \frac{21}{13} = 1.6 \), thus demonstrating the increase in spatial reuse when partially overlapping channels are used.

We next evaluate the throughput achieved by the aforementioned schemes as a function of increasing aggregate traffic load. Each experiment was repeated 5 times in the steady state with different source destination pairs for the 5 flows and the results were averaged. We first investigate the performance in the case when there is no external interference.

Figure 3(d) illustrates the aggregate throughput for the different schemes. CoMTaC (non-overlapping) and CoMTaC (partially overlapping) outperform the base case by a factor of 5 and 7 respectively. CoMTaC (non-overlapping) outperforms BFS-CA and Hyacinth by 30% and 80% respectively on average. The improved network capacity with CoMTaC in comparison to BFS-CA is attributed to the lower overheads associated with the interference estimation technique.

Further, the localized use of common channel within each cluster also contributed to better utilization of default interfaces of the nodes. CoMTaC also scores over Hyacinth due to the multipath topology created by the spanner in the topology control phase as opposed to the tree topology that is generated by Hyacinth. The greater spatial reuse offered by the use of partially overlapping channels enables CoMTaC (partially overlapping) to outperform BFS-CA and Hyacinth by a factor of 1.9 and 2.7 respectively.

Recall that 802.11b radios were used in the above comparison. We next investigate if the larger number of channels offered by 802.11a have an effect on the throughput. The above simulations were repeated by replacing the 11b with 11a radios and Figure 3(e) illustrates the ensuing results. The general trend is similar to that with 11b radios, with CoMTaC showing even better performance due to the greater number of channels that are available for use within each cluster.

In the second set of experiments, we wish to investigate the effectiveness of CoMTaC in the face of external interference i.e. interference from traffic, which is external to the WMN. To model this we created two flows in the network external to the WMN. Fixed channels (channels 6 and 11 which are typically used in WiFi deployments) were used for these flows. CBR-UDP traffic was used with the aggregate load of these flows equal to about one fifth of the aggregate traffic load within the WMN. Figure 3(f) shows the aggregate throughput comparison. In this case we only illustrate the results with 802.11b radios since we observed similar results for 802.11a as well. One can readily observe that Hyacinth, which does not incorporate any measures to deal with external interference, suffers significantly (as compared to Figure 3(d)). In addition,
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<table>
<thead>
<tr>
<th>No. of nodes = 50</th>
<th>No. of gateways = 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>No of Interfaces per node = 3</td>
<td>Network Topology = Uniform</td>
</tr>
<tr>
<td>( r = 2 )</td>
<td>( t = 2 )</td>
</tr>
<tr>
<td>No. of traffic flows = 5</td>
<td>Traffic Type = CBR-UDP</td>
</tr>
<tr>
<td>Data rate for each flow = variable</td>
<td>Simulation time = 15 Minutes</td>
</tr>
</tbody>
</table>
the aggregate throughput with CoMTaC (partially overlapping) only drops fractionally in comparison to that of BFS-CA and CoMTaC (non-overlapping). Note that, CoMTaC (partially overlapping) now outperforms these schemes by a factor of 2.4 and 1.8 respectively (as compared to 1.9 and 1.5 in the case when there is no external interference). This is because both the external flows are using non-overlapping channels (6 and 11), thus limiting the capacity of these channels, which in turns affects all schemes that only use non-overlapping channels.

VII. CONCLUSION

We proposed a cluster-based multipath topology control and channel assignment scheme (CoMTaC) with independent channel assignment and topology control functions, thus minimizing flow disruptions. The cluster-based topology of CoMTaC ensured basic network connectivity with intrinsic support for broadcast. Multipath topology was constructed which took advantage of the inherent multiple paths that exist in a typical WMN by constructing a spanner of the network graph. The dynamic distributed channel assignment scheme of CoMTaC employed a novel interference estimation mechanism based on the average link-layer queue length within the interference domain. The simulation based experiments showed that CoMTaC outperformed the base case of single channel WMN by a factor of at least 5. The comparison with existing channel assignment schemes showed that CoMTaC outperformed these schemes by a factor of at least 2.
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