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Social Network - Attributed Graph

A Data becomes diverse and complex in real-life social
networks, which not only consist of users and friendship
but also have various attribute values on each user.




k-Core

A Given a graph G, the k-core of G is a maximal subgraph
where each node has at least k neighbors (i.e., k
adjacent nodes, or a degree of k).

Applications: community detection,s oci al contagion, user engagemer

S. B. Seidman. Network structure and minimum degree. Social networks, 5(3):269i 287, 1983.



k-Core on Attributed Graph

A Does not consider various kinds of attribute information

on users.
Similarity: O.?S“,-——*Interests: baseball, soccer, badminton, basketball. «
Interests: baseball, soccer, cricket, basketball. Similarity: 0 g
'\ Interests:/s ooker, bowling, tennis, volleyball.
4
Friendship
Graph:

This network is a 3-core while contains dissimilar nodes.



k-Core on Attributed Graph

A When the similarity of two users is measured by their
distance.

The group  Is a connected 3-core while contains
users who are far away from others (dissimilar).



Similarity Graph

A The nodes in similarity graph and friendship graph are same.
A In similarity graph, there is an edge between two nodes if and only if
they are similar.

Similarity: 0.75 -+ Interests: baseball, soccer, badminton, basketball. .

Interests: baseball, soccer, cricket, basketball. / Similarity: 0"
Interests: snooker, bowling, tennis, volleyball.

Similarity
Threshold:
r=0.5

User Similarity €= Similarity
Graph:

User Engagement <€ Friendship
Graph:




(k,r)-Core on Attributed Graph

A (k,r)-Core: a subgraph where each node has at least k neighbors
and is similar to every other node in the subgraph.

Similarity: 0.75, .- Interests: baseball, soccer, badminton, basketball.

Interests: baseball, soccer, cricket, basketball. / Similarity: 0
Interests: snooker, bowling, tennis, volleyball.

Similarity
Threshold:

High Similarity

. Similarit
Better Community Graph: y

~

High Engagement

Friendship
Graph:




The (k,r)-Core Problems

Problem Statement.

Given an attributed graph G, an integer k and a similarity
threshold r, we aim to develop efficient algorithms for the
following two fundamental problems:

() enumerate all maximal (k,r)-cores in G;
(i) find the maximum (k,r)-core in G.

Challenge.
Both problems are NP-hard.



The Cligue-based Approach

Delete every edge in G if its two endpoints are dissimilar.

Compute k-core (S) on G.
Enumerate maximal cliques in the similarity graph of S.
Compute k-core on the induced subgraph in S for each maximal clique.

0.
Similarity
Graph:

Friendship
Graph:

W

G




The Cligue-based Approach
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Delete every edge in G if its two endpoints are dissimilar.

Compute k-core (S) on G.

Enumerate maximal cliques in the similarity graph of S.

Compute k-core on the induced subgraph in S for each maximal clique.

1.

Similarity
Graph:

Friendship
Graph:

G




The Cligue-based Approach
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Delete every edge in G if its two endpoints are dissimilar.

Compute k-core (S) on G.

Enumerate maximal cliques in the similarity graph of S.

Compute k-core on the induced subgraph in S for each maximal clique.

2.

Similarity
Graph:

Friendship
Graph:

G




The Cligue-based Approach

1. Delete every edge in G if its two endpoints are dissimilar.

2. Compute k-core (S) on G.

3. Enumerate maximal cliques in the similarity graph of S.

4. Compute k-core on the induced subgraph In S for each maximal clique.
3.

Similarity
Graph:

Friendship
Graph:

G
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The Cligue-based Approach

Delete every edge in G if its two endpoints are dissimilar.
Compute k-core (S) on G.
Enumerate maximal cliques in the similarity graph of S.

Compute k-core on the induced subgraph in S for each maximal
clique.
4,

W

Similarity
Graph:

Friendship
Graph:
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The Cligue-based Approach

Delete every edge in G if its two endpoints are dissimilar.

Compute k-core (S) on G.

Enumerate maximal cliques in the similarity graph of S.

Compute k-core on the induced subgraph in S for each maximal clique.

W

Time-consuming for two reasons:

1. Still too many maximal cliques.
2. Isolated processing of k-core and clique computations.
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Enumerate Maximal (k,r)-Cores

Al do‘ Must in (k,r)-core

FdoO Candidate node Search tree

|Fdo© Excluded node @ doil ﬂﬁlz O N Mo }HW
G)dd ©r ©BoR Y
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Enumerate Maximal (k,r)-Cores

Pruning Rules.

(1) Eliminate Candidates

Structural based pruning.
We can discard a node u in Cif deg(u,M 7 C) <k.

Similarity based pruning.
We can discard a node u in C if sim(u, v) <r for any v in M.

distance (similarity) _ - 1 @ Mustin (kn)-core

constraint for ¢~ O

F(LO Candidate node
N W(LO Excluded node

k=3
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Enumerate Maximal (k,r)-Cores

Pruning Rules.

(1) Eliminate Candidates

Structural based pruning.
We can discard a node u in Cif deg(u,M 7 C) <k.

Similarity based pruning.
We can discard a node u in C if sim(u, v) <r for any v in M.

distance (similarity)_ 1 @ Mustin (kn)-core

constraint for ¢~ ©

F(LO Candidate node
W(LO Excluded node

k=3
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Enumerate Maximal (k,r)-Cores

Pruning Rules.

(1) Eliminate Candidates

Structural based pruning.
We can discard a node uin Cif deg(u, M 7 C) < k.

Similarity based pruning.
We can discard a node u in C if sim(u, v) <r for any v in M.

distance (similarity) _ - 1 @ Mustin (kn)-core

constraint for ¢~ O

F(LO Candidate node

k=3
W(LO Excluded node
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Enumerate Maximal (k,r)-Cores

Pruning Rules.

(2) Candidate Retaining

A node u is similarity free w.r.t C if u is similar to all nodes in C.

MT C is a (k,r)-core if we have every node in C is similarity free w.r.t. C.

distance (similarity) _ - - - 1 @ Mustin (kn)-core

constraint for ¢~ O

FdoO Candidate node
W(LO Excluded node
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Enumerate Maximal (k,r)-Cores

Pruning Rules.

(3) Early Termination

Terminate the current search if there isanode ur
and similarity free w.r.t. MT C;

. - . . /
distance (similarity)_---7
constraint for 6~ 9

¢ i1s similarity free and
deg(® R!)
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E with deg(u,M) kO

Al do‘ Must in (k,r)-core

F(LO Candidate node
W(LO Excluded node



Enumerate Maximal (k,r)-Cores

Pruning Rules.

(4) Maximal Check

Given a (k,r)-core R, we claim that R is a maximal (k,r)-corei f 't her e
exist a non-empty set U P E such that RT U is a (k,r)-core.

(

»-core, not maximal
\

distance (similarity) _ - - - 1 @ Mustin (kn)-core

constraint for ¢~ O

FdoO Candidate node
W(LO Excluded node

k=3
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Finding the Maximum (k,r)-Core

Colour based Size Upper Bound of (k,r)-core s: (k,r)-core size

Let cmin denote the minimum number of colors to color the nodes in the similarity
graph J such that every two adjacent nodes in J bave different colors.
Since a k-clique needs k number of colors to be colored, we have s OcCmin.

(a) Friendship Graph (/) (b) Similarity Graph (.J")

We need at least 5 colors to color J &q the color based upper bound is 5.
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Finding the Maximum (k,r)-Core

k-core based Size Upper Bound of (k,r)-core s: (k,r)-core size

Let kmax denote the maximum k value such that k-core of J i& not empty.
Since a k-cligue is also a (k-1)-core, this implies that we have s Okmax + 1

(a) Friendship Graph (.J) (b) Similarity Graph (.J")

By core decomposition on similarity graph J Gve get that the k-core based upper
bound is 5 since kmax = 4 with 4-core {uz, us, U4, Us, Us}.
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Finding the Maximum (k,r)-Core

(k,k6-gore based Size Upper Bound of (k,r)-core s: (k,r)-core size

By core decomposition on similarity graph J ave get that the k-core based upper
bound is 5 since kmax = 4 with 4-core {uz, Us, U4, Us, Us}.

However, the induced subgraph of {uz, us, us, us, us} on friendship graph J
IS NOT a 3-core (degree of us < 3).

delete u4

kmax = kmax T 1 = 3 with 3-core {uz, us, us, us}. The nodes also form a 3-core on J.
(k,kd-¢ore based Size Upper Bound is 4

k=3

(a) Friendship Graph (.J) (b) Similarity Graph (.J')
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Search Orders

(1) Node visiting order: the order of which node is chosen from candidate set C.

(2) Branch visiting order: the order of which search branch (expand or shrink
branch) goes first.

Measurements for a chosen node is extended to M or discarded:

* A; :the change of the number of dissimilar pairs, where

Moband C @enote

Ay = DP(C) - DP(C') the updated M and C
DP(C)

* A, : the change of the number of edges, where

A, — I[E(MUC)|— |EM' uC’)|
. E(MUC)|
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Search Orders

(1) Find the maximum (k,r)-core
a cautious greedy strategy: e« @& a2 w h e r is to make a trade-off.

In this way, each candidate has two scores (for expand or shrink). Then the
vertex with the highest score will be chosen and its branch with higher score
will be explored first.

(2) Enumerate all maximal (k,r)-cores

we adopt the aa-then-sa strategy; t hat 1 s, we y,@md¢neer t I
s ma | bisaonsigered if there is a tie.

(3) Maximal Check

we adopt a short-sighted greedy heuristic. In particular, we choose the
vertex with the largest degree and the expand branch is always preferred.

* A; : the change of the number of dissimilar pairs, where » A, : the change of the number of edges, where

DP(C) — DP(C) A, — EMUC)| - [E(M'UC)|

DP(C) E(MUC)|

Ay =
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Case Study on DBLP

DBLP is a computer science bibliography website.

aAnn S Zwelg =
Hiram Clawson St Kate R Rosenbloom
Stephen___M_J Se.arlegvellnda Glglglne =
sRachel A H Harte‘Bﬂan J. Raney

=
Galt P. Barber Z,Anne Parker ﬁ‘D aniel R|05ARober1M Kuhn Thomas Jueﬂemam
Xgsé M. F. SuarezStephen Kecﬁ%n Hsu f ‘ ~_~ Miguel Pignatell

Brooke L RheadiBronwen L. Ake@ﬁ?mal Barrell ~Thibaut Hourlierg\

Stephen Trevanion G,,\‘é}’llﬁ'ftﬂo‘;,‘;phen Fifzgerald= ﬁK'e’f’”LTaY"’E ng-ﬁAmOde
Katrina Learned rned;Bert OVerauinia=ss=Graham Cameron ¢ =—aurentah V°961.§%§,§

DanleLLawsor] KarnY!I"Iam Spoonerryn Bea'ﬂ«/Steven P. Wllder Harnroni‘-q:ll_nnh Riat

tta Sbudich 2aiLaurence R. Meyer 9/
Timothy R. DreszerjGiulietta bpu Martin Hammand- Konstantmos ?Andy Yates
Glenn PrOCiOl’zFlona Cunniagham“Kayia E. Smith Matthieu vurato-e
Guy Coates=Abel Ureta-Vidal Andy Pohl Denise C. Silva Dunham

Pauline A. Fujlta ~Eugene Kulesiia
Angie S. Hinrichs

k=15,r=3 a

For r, we used the thousandth of the pairwise similarity distribution in
decreasing order which grows fromtop 1a ttoo p 1.&.,dhe gimilarity
threshold value drops).
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1,566,919 nodes,
d blp 6,461,300 edges.

computer science bibliography

Each node is an author.

Each edge represents there
are at least 3 co-authored
papers for two authors.



Case Study on  Gowalla

Gowalla is a location-based social network launched in 2007.

196,591 nodes,
456,830 edges.

------

~,°°%

Ry ¥ :
Two maximal (k,r)-cores
When k=10, r=10 km Maximal (k,r)-cores when k=20 and r=3 km
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