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ABSTRACT
Along with the rapid technological and commercial innovation on
the e-commerce platforms, there are an increasing number of frauds
that bring great harm to these platforms. Many frauds are conducted
by organized groups of fraudsters for higher efficiency and lower
costs, which are also known as group-based frauds. Despite the
high concealment and strong destructiveness of group-based fraud,
there is no existing research work that can thoroughly exploit
the information within the transaction networks of e-commerce
platforms for group-based fraud detection. In this work, we analyze
and summarize the characteristics of group-based frauds, based on
which we propose a novel end-to-end semi-supervised Group-based
Fraud Detection Network (GFDN) to support such fraud detection
in real-world applications. Experimental results on large-scale e-
commerce datasets from Taobao and Bitcoin trading datasets show
the superior effectiveness and efficiency of our proposed model for
group-based fraud detection on bipartite graphs.
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1 INTRODUCTION
Along with the increasing popularity, e-commerce platforms be-
come more and more susceptible to fraudulent attacks, especially
group-based frauds. These fraudulent attacks are usually conducted
by groups of fraudsters (crowd workers) on the e-commerce plat-
forms by creating fake links for efficiency and effectiveness pur-
poses. The fraudulent attacks not only affect the platform’s repu-
tation but also influence the user experience and even lead to the
loss of platform users.

One common fraud approach in Taobao platform is the “Ride
Item’s Coattails” attack [51] which creates fake clicks by groups of
fraudsters to establish the deceptive correlation between popular
products and low-quality products, and hence promotes the recom-
mendation of the low-quality products to other customers. Figure 1
illustrates an example of the “Ride Item’s Coattails” attack. Fraud-
sters (denoted as 𝑢5-𝑢7) intentionally click the popular products
(denoted as 𝑣1-𝑣3) and the target low-quality product (denoted as 𝑣4)
at the same time in order to boost the sale of product 𝑣4. Therefore,
in Figure 1, the edges in red (solid lines) are regarded as fraudulent
clicks. Another fraudulent attack approach is Sockpuppet-based
Targeted Attack on Reviewing Systems (STARS) [57] attack. Simi-
larly, the STARS attack aiming at the review systems of platforms
is usually conducted by groups of fraudsters, which initiates fake
ratings of target products, thus changing (usually improving) the
rating of the target products and fraudulently promoting the prod-
ucts to other legitimate users. The fraudsters also rate normal prod-
ucts to imitate the behaviors of legitimate users, which increases
the difficulty of detecting STARS attacks.

The research works [33, 37, 47, 51, 85] on fraud detection usu-
ally model the relationships between customers and products (e.g.,
clicks, purchases and reviews) in e-commerce platform as an at-
tributed bipartite graph. We have observed the following char-
acteristics of group-based frauds on attributed bipartite graphs:
(1) the subgraphs containing fraudsters and targets usually have
high cohesion; (2) the fraudsters usually organize communities to
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Figure 1: Example of Group-based Fraud Detection
conduct the frauds; (3) the attributes in the graph, such as the num-
ber of purchases, and the ground-truth labels of fraudulent links
and fraudsters are of great help for fraud detection. Several meth-
ods [33, 37, 38, 47, 51, 79, 85] have been proposed for group-based
fraud detection based on these characteristics, but none of them
fully explores all these characteristics. For instance, in database liter-
ature, the solutions [51] are usually based on the cohesive subgraph
mining [14, 35, 48, 56, 61, 69, 77, 90], such as biclique and (𝛼 , 𝛽)-core
detection. However, these methods cannot utilize the attribute and
label information, and some of them suffer from NP-completeness.
Several fraud detection methods [33, 37, 47, 79, 85] in machine
learning and data mining literature are proposed for leveraging the
attribute and label information. Nevertheless, the heavy reliance
on label information [33, 38, 47, 79] and the requirement of manual
parameter setting [32, 85] limit the applicability of these methods
in real datasets where only partial label information is available.
Many other algorithms [10, 46, 53, 57, 64, 73, 74] utilize iterative
learning, belief propagation and vertex ranking techniques and
try to preserve graph topology information to uncover fraudsters.
Other algorithms detect fraudulent attacks based on user behav-
ior [31, 39, 63, 78, 80–82] or location information [44, 59, 75, 87] of
vertices. However, due to the insufficient utilization of global topo-
logical and attribute information, these methods generally have
limited performance. In addition to the aforementioned existing
algorithms, community detection methods [23, 26, 65, 67, 68] are
potential solutions that do not require label information. Unfortu-
nately, community information is generally overlooked by existing
works for fraud detection.

Motivated by the limitations of the existing methods, in this pa-
per, we propose an end-to-end semi-supervised model Group-based
Fraud Detection Network, namely GFDN, for group-based fraud
detection on attributed bipartite graphs. Specifically, our model con-
sists of two main parts: a structural feature generation module and
a community-aware fraud detection network. With the carefully
designed feature generation module, GFDN adaptively exploits the
structural and attribute information of the bipartite graphs with
the database techniques. A novel community-aware Bipartite Deep
Clustering Network is proposed in our model to capture the group
fraud behavior based on the attribute and high-order structural
information. In this network, the community detection part can
find potential fraudster communities and assist the model in fraud
detection. Fraud detection can be modeled as an edge or vertex
classification problem depending on the type of fraud. A multi-task
learning mechanism is designed to train GFDN with joint objec-
tives of fraud and fraudster detection for better group-based fraud
detection capability. Besides, the carefully designed framework and

training objectives also enable GFDN to be trained with partially
available and imbalanced labels. The contribution of this paper can
be summarized as follows:

• The proposed GFDN is a novel end-to-end model which
adaptively utilizes the cohesive subgraph distribution infor-
mation, structural information, attribute information and
community information in the attributed bipartite graph for
group-based fraud detection based on techniques in both
database and machine learning literature.

• Extensive experiments are conducted for the fraud detection
of “Ride Item’s Coattails” attack and STARS attack on real-
life datasets. The results of these experiments demonstrate
the significant performance improvement (at least 13.83%
and 3.09% improvement w.r.t. F1-score in the previous task,
respectively) of GFDN compared with the existing methods
on group-based fraud detection. We also conduct an in-depth
analysis to evaluate the effectiveness of each component in
GFDN.

2 BACKGROUND AND RELATEDWORK
In this section, we introduce the important definitions and the
problem statement we investigated. Then we present related works.

2.1 Preliminaries
We aim at the group-based fraud detection on e-commerce plat-
forms which are modeled as attributed bipartite graphs in this paper.
The definition of an attributed bipartite graph is as follows:

Definition 2.1 (Attributed Bipartite Graph). An attributed bipar-
tite graph is denoted as G = (U,V, E,𝑿U ,𝑿V ), where U =

{𝑢1, 𝑢2, . . . , 𝑢𝑚} and V = {𝑣1, 𝑣2, . . . , 𝑣𝑛} are two disjoint vertex
sets; E ∈ U×V is the edge set, E can be weighted in some types of
graphs (e.g., evaluation system graph);𝑿U and𝑿V are the attribute
feature matrices for the vertex sets U and V .

(𝛼 , 𝛽)-core in a bipartite graph is important for many fraud
detection approaches, which is defined as follows:

Definition 2.2 ((𝛼 , 𝛽)-core). Given a bipartite graphG and integers
𝛼, 𝛽 ∈ Z+, (𝛼 , 𝛽)-core of G is denoted as G′ which consists of two
vertex sets U′ ⊆ U and V′ ⊆ V . The (𝛼 , 𝛽)-core G′ is a maximal
bipartite subgraph induced by U′ ∪ V′ from G in which all the
vertices in U′ have degrees at least 𝛼 and all the vertices in V′

have degrees at least 𝛽 .

Please note that the corresponding attribute feature matrices in
(𝛼 , 𝛽)-core G′ are denoted as 𝑿 ′

U and 𝑿 ′
V respectively.

Problem Statement. In this paper, we aim to design an end-to-end
learning-based model for group-based fraud detection on attributed
bipartite graphs. Specifically, depending on the type of fraud attacks,
we aim to find the fraudulent clicks or fraudulent users in the e-
commerce platforms, i.e., to detect the fake links E𝑎𝑡𝑡 ⊂ E created
by the groups of fraudsters or detect the fraudulent vertices (users)
U𝑎𝑡𝑡 ⊂ U in the attributed bipartite graphs.

When there is no ambiguity, in this paper, we use the customer-
product graph as an example of the attributed bipartite graph for
ease of presentation. It should be noted that fraud detection of
“Ride Item’s Coattails” attack and STARS attack can be modeled as
an edge classification problem and a vertex classification problem,
respectively.
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2.2 Related Works
In this section, we introduce the closely related works of group-
based fraud detection. Specifically, we introduce the works pro-
posed for classification algorithms, cohesive subgraph mining tech-
niques and fraud detection methods.
Classification Algorithms. The group-based fraud detection can
be modeled as an edge or vertex classification problem. Some re-
search applies balance theory [21, 34] and matrix decomposition [9,
21] to predict edge signs for bipartite graphs but have difficulty han-
dling imbalanced labeled vertices. Works on knowledge graph [49]
and recommender system [30, 54] can solve edge sign prediction.
Other methods include graph neural network [27, 42, 72, 88] and
graph embedding [25, 66] for edge sign prediction on unipartite [60]
or bipartite graphs [17, 18, 29, 89], but cannot utilize community in-
formation. Existing vertex classification methods [19, 43, 50, 62, 86]
focus on analyzing vertex features and sharing neighborhood infor-
mation to solve the problem, but cannot identify fraudster behavior
and have limited performance in detecting savvy frauds.
Cohesive Subgraph Mining. Finding cohesive subgraphs on a bi-
partite graph, such as biclique [11, 90], k-bitruss [76], bi-triangle [83],
(𝛼 , 𝛽)-core [56], 𝛿-quasi-biclique [58] and k-biplex [84], etc, is widely
used for community detection. However, it is challenging to use at-
tribute and label information in these algorithms. In addition, there
are some learning-based models for community mining [15, 41, 70].
However, they cannot be trivially applied for fraud detection.
Fraud Detection. To the best of our knowledge, RICD [51] is the
state-of-the-art method for “Ride Item’s Coattails” attack. RICD
employs near-biclique to determine the group of fraudsters and
then detect the frauds. However, RICD totally ignores attribute
information and requires manual adjustments. As for STARS attack
detection, RTV [57] is the state-of-the-art method. Thanks to the
full use of rating information, this method can effectively detect
fraudsters. However, the supervised variant of this method, named
RTV-SUP, fails to utilize label information well, but directly em-
ploys the results of unsupervised learning as features and performs
a simple supervised learning method (e.g., logistic regression and
random forest) to detect fraudsters. Click farming is another type
of group-based fraud, which aims to generate enormous fake traffic
for the target by groups of fraudsters. There have been many algo-
rithms [24, 36, 37, 52, 85, 91] proposed for click farming detection.
However, they mainly focus on feature engineering and ignore
abundant structural information in graphs.
3 MODEL
In this section, we introduce details of our model GFDN. The frame-
work of GFDN is illustrated in Figure 2. GFDN is developed in an
end-to-end fashion. We first utilize the (𝛼 , 𝛽)-core distribution to
initialize the structural features. A novel community-aware Bipar-
tite Deep Clustering Network (BDCN) is proposed to capture the
characteristics of the group-based frauds. Furthermore, a multi-task
learning mechanism is designed to train GFDN with joint objec-
tives of fraud and fraudster detection for better group-based fraud
detection capability and generalisability.
3.1 Structural Feature Initialization
The initial features contain the inherent attribute information and
the structural information in the attributed bipartite graph. In this
section, we introduce how the structural features are initialized.

As observed in our experiments and [51], the fraudsters’ behav-
ior is closely related to their degree. Intuitively, fraudsters have a
relatively high degree due to their creation of fake links (clicks or
reviews). In this work, we choose (𝛼 , 𝛽)-core distribution to obtain
the structural information. As defined in Section 2.1, 𝛼 limits the
minimum degree of one vertex set, e.g., customer vertex set, and 𝛽

limits the minimum degree of the other vertex set, e.g., product ver-
tex set. By varying values of 𝛼 and 𝛽 , (𝛼 , 𝛽)-core is utilized to obtain
subgraphs with different sparsity effectively. These subgraphs are
used to generate expressive structural features of the whole graph.

Due to the characteristics of group-based fraud, for example, in
the customer-product graph, the degrees of fraudsters and target
products are relatively high. With the increasing values of 𝛼 and 𝛽 ,
fewer vertices are retained in (𝛼 , 𝛽)-core. Consequently, we set the
upper thresholds 𝛼+𝜏 and 𝛽+𝜏 to put more attention to the vertices
with relatively high degrees. Meanwhile, when the values of 𝛼 and
𝛽 are relatively low, the size of (𝛼 , 𝛽)-core changes remarkably with
varying 𝛼 and 𝛽 . Therefore, we set lower thresholds 𝛼−

𝜏 and 𝛽−𝜏
to put more attention to keeping the discrimination of structural
features for each vertex. (𝛼 , 𝛽)-core varying 𝛼 and 𝛽 can reveal
the activeness of customers and the popularity of products, which
would be of great benefit for group-based fraud detection. As a
result, we query all (𝛼, 𝛽)-cores with 𝛼−

𝜏 ≤ 𝛼 ≤ 𝛼+𝜏 and 𝛽−𝜏 ≤
𝛽 ≤ 𝛽+𝜏 . For each vertex, the structural feature 𝒙𝑠 ∈ {0, 1}𝑑0 is
generated with dimension 𝑑0 = (𝛼+𝜏 − 𝛼−

𝜏 + 1) × (𝛽+𝜏 − 𝛽−𝜏 + 1)
equals to the number of (𝛼, 𝛽)-cores queried. Each Boolean entry
in 𝒙𝑠 indicates whether the vertex belongs to the corresponding
(𝛼 , 𝛽)-core. Finally, the structural features 𝑿 (U,𝑠 ) ∈ {0, 1} |U |×𝑑0

and 𝑿 (V,𝑠 ) ∈ {0, 1} |V |×𝑑0 are obtained for both vertex sets in the
attributed bipartite graph, where |U| and |V| are the number of
vertices in both sets respectively.

For the obtained structural features, we utilize the learnable
weights to allow autonomous adjustment of the importance of the
(𝛼 , 𝛽)-core distribution. Specifically, the weights𝑾(U,𝑠 ) ∈ R1×𝑑0
and𝑾(V,𝑠 ) ∈ R1×𝑑0 are used to generate �̂� (U,𝑠 ) and �̂� (V,𝑠 ) :

�̂� (U,𝑠 ) = 𝑿 (U,𝑠 ) ⊙ (𝑰U𝑾(U,𝑠 ) ), �̂� (V,𝑠 ) = 𝑿 (V,𝑠 ) ⊙ (𝑰V𝑾(V,𝑠 ) ), (1)

where ⊙ denotes the Hadamard (element-wise) product, 𝑰U =

1 |U |×1 and 𝑰V = 1 |V |×1 are the matrices whose elements are
all 1 with dimensions |U| × 1 and |V| × 1 respectively.
3.2 Fraudster Community Detection
To conduct fraudulent attacks, fraudsters need to create a great
number of fake links (clicks or reviews) in a relatively short time
window. To reduce the cost and improve efficiency, fraudsters usu-
ally organize communities or register a great number of accounts
to carry out such links. Identifying these communities can signifi-
cantly assist the group-based fraud detection, which is overlooked
in previous works [36, 37]. However, community information is
usually unavailable in real-life data. Therefore, unsupervised tech-
niques are exploited for community detection.

Inspired by SDCN [15], we propose a community-aware graph
neural network for bipartite graphs, named Bipartite Deep Clus-
tering Network (BDCN). SDCN achieves SOTA performance for
clustering on the unipartite graphs. However, SDCN cannot be
trivially adapted to the bipartite graphs, and it cannot exploit the
available label information. Besides, since there is usually no strong

5465



KDD ’23, August 6–10, 2023, Long Beach, CA, USA Jianke Yu et al.

 
MLP

 

MLP

Attributed Bipartite Graph

Encoder Decoder

GNNLayer

Group-Based
Fraud Detection

Figure 2: The Framework of GFDN
correlation between the products involved in the fraud, clustering
is only required for customers in the graph. Motivated by these
limitations, we propose BDCN in this work, which can detect the
communities based on both structural and attribute information.

BDCN has two major components: autoencoder and graph neu-
ral network (GNN). With autoencoder [13], BDCN can be trained in
a self-supervised fashion while preserving the information from the
input features. The autoencoder uses the concatenation of weighted
structural features and the attribute features of the customer ver-
tices, i.e., �̃�U = �̂� (U,𝑠 ) | |𝑿U as input. The encoder is modeled as a
multilayer perceptron (MLP) with input �̃�U . At each neural layer,
the computation is as follows:

𝑿 (𝑙+1)
(U,𝑎) = 𝜎 (𝑿

(𝑙 )
(U,𝑎)𝑾

(𝑙 )
𝑒 + 𝒃 (𝑙 )

𝑒 ), (2)

where 𝜎 is an activation function,𝑾 (𝑙 )
𝑒 and 𝒃 (𝑙 )𝑒 are weight matrix

and bias at 𝑙-th layer of encoder,𝑿 (𝑙 )
(U,𝑎) is the output of 𝑙-th layer of

the encoder, and𝑿 (0)
(U,𝑎) = �̃�U . The output of the last encoder layer

is considered the encoded customer feature matrix, i.e., 𝑿 (U,𝑒 ) =

𝑿 (𝐿𝑒 )
(U,𝑎) , where 𝐿𝑒 denotes the number of layers of the encoder;

𝑿 (U,𝑒 ) is the encoded features of �̃�U .
Similarly, the decoder is also modeled as an MLP. The intermedi-

ate process of the decoder can be expressed as:

𝑿
′ (𝑙+1)
(U,𝑎) = 𝜎 (𝑿

′ (𝑙 )
(U,𝑎)𝑾

(𝑙 )
𝑑

+ 𝒃 (𝑙 )
𝑑

), (3)

where 𝑿
′ (0)
(U,𝑎) = 𝑿 (U,𝑒 ) ; 𝑾

(𝑙 )
𝑑

and 𝒃 (𝑙 )
𝑑

are weight matrix and
bias for 𝑙-th layer in the decoder. The final decoding result is the
output of the last layer of the decoder, i.e., 𝑿 (U,𝑑 ) = 𝑿

′ (𝐿𝑑 )
(U,𝑎) . The

autoencoder is designed to extract the expressive low-dimension
representations of vertices that contains valuable attributes for
downstream fraud detection. The objective of the autoencoder is
to minimize the difference between 𝑿 (U,𝑑 ) and �̃�U . Mean square
error (MSE) [12] is used as the self-supervised loss function for the
autoencoder:

L𝑎𝑒 =
1

|U |
∑︁
𝑢∈U

| |𝒙𝑢𝑑 − �̃�𝑢 | |22, (4)

where 𝒙𝑢𝑑 and �̃�𝑢 are representations of vertex 𝑢 from the matrices
𝑿 (U,𝑑 ) and �̃�U .

With the obtained encoded representations 𝑿 (U,𝑒 ) , we would
like to get the community information of the customer vertices.
𝑿 (U,𝑒 ) is fed into a specific clustering algorithm such asK-means [28],
mean shift [20], etc, to detect the clusters inU. It is worth noting

that since the encoded representations 𝑿 (U,𝑒 ) contains both struc-
tural and attribute information, the clustering is based on these
two types of information. We denote the cluster center vectors,
i.e., representations of the center vertices in each cluster, as 𝑪K ,
where K is the number of clusters. Please note that 𝑪K consists
of the encoded representations for cluster centers and is trainable.
The performance of our model is not sensitive to the choice of
clustering algorithms, and K-means is chosen for clustering in this
work. For the 𝑖-th customer vertex and the 𝑗-th cluster, the Stu-
dent’s t-distribution [71] is selected as the kernel for measuring
the similarity between representation 𝒙𝑢𝑒,𝑖 and the cluster center
vector 𝒄 𝑗 . It can be calculated by the following equation:

𝑞𝑖 𝑗 =
(1 + | |𝒙𝑢𝑒,𝑖 − 𝒄 𝑗 | |2/𝜔 )−𝜔+1

2∑
𝑗
′ (1 + | |𝒙𝑢𝑒,𝑖 − 𝒄

𝑗
′ | |2/𝜔 )−𝜔+1

2
, (5)

where 𝜔 is the degree of freedom of the Student’s t-distribution;
𝒙𝑢𝑒,𝑖 is the 𝑖-th customer vertex representation in 𝑿 (U,𝑒 ) ; 𝒄 𝑗 ∈
𝑪K is 𝑗-th cluster center representation; 𝑞𝑖 𝑗 denotes the similarity
between 𝑖-th customer and 𝑗-th cluster center which can also be
considered as the probability of assigning 𝑖-th customer to 𝑗-th
cluster. We define 𝑸 = [𝑞𝑖 𝑗 ] ∈ R |U |×K as the matrix of these
similarities. We aim to make the customer vertices closer to the
cluster centers, i.e., the cluster assignment with high confidence,
thus improving the cluster cohesion. For this purpose, we compute
the target similarity distributions with the following equation:

𝑝𝑖 𝑗 =
𝑞2
𝑖 𝑗
/∑𝑖 𝑞𝑖 𝑗∑

𝑗
′ 𝑞2

𝑖 𝑗
′ /
∑

𝑖 𝑞𝑖 𝑗 ′
. (6)

We define 𝑷 = [𝑝𝑖 𝑗 ] ∈ R |U |×K as the normalized matrix of 𝑸 , i.e.,
enlarging the similarities between similar instances and reduce the
similarities between dissimilar instances, using squared pairs. We
use Kullback-Leibler (KL) divergence [45] as the loss function to
minimize the difference between 𝑷 and 𝑸 :

L𝑐 = 𝐾𝐿 (𝑷 | |𝑸 ) = 1
|U |K

|U|∑︁
𝑖

K∑︁
𝑗

𝑝𝑖 𝑗 log
𝑝𝑖 𝑗

𝑞𝑖 𝑗
. (7)

By minimizing L𝑐 , the customer representations become more
distinguishable for clustering. As a result, optimized by L𝑎𝑒 and
L𝑐 , the output of the encoder 𝑿 (U,𝑒 ) is regarded as community
representations of customer vertices.

Autoencoder can generate high-quality community represen-
tations for the customer vertices. However, since only MLPs are
utilized, the autoencoder preserves the structural and attribute
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information only from the initial features but loses adjacency in-
formation in the bipartite graph. Besides, the information on the
product vertices is ignored in the task. Therefore, we employ the
graph neural network (GNN) along with the autoencoder in BDCN
to further capture the abundant information within the attributed
bipartite graph.

GNNs have been successfully used in various applications be-
cause of their powerful capability of preserving information within
graphs. Existing graph neural networks usually adopt an aggregate
and combine scheme as follows:

𝑿 (𝑙 )
𝑢 = COM (𝑙 ) (𝑿 (𝑙−1)

𝑢 ,AGG (𝑙 ) {𝑿 (𝑙−1)
𝑢′ ;𝑢′ ∈ 𝑁 (𝑢 ) } ), (8)

where 𝑿 (𝑙 )
𝑢 is the representation of vertex 𝑢 at 𝑙-th layer of the

graph neural network, 𝑁 (𝑢) is the set of neighbors of vertex 𝑢,
AGG is the aggregation operation that iteratively updates the
representation of a vertex by aggregating the representations of its
neighbors, and COM is the combine operation that updates the
representation of vertex 𝑢 by the aggregated representations and
its own representation 𝑿 (𝑙−1)

𝑢 from the previous layer.
However, popular GNNs, such as GCN [42], GAT [72], Graph-

SAGE [27], etc, are designed for unipartite graphs rather than specif-
ically designed for bipartite graphs, and hence cannot be employed
directly in this task. Besides, the initial features for vertices in dif-
ferent vertex sets, i.e., customers and products, contain different
attributes and have different dimensions, which is not considered
in the popular graph neural network architectures.

To address these issues, we design a novel GNN-based model to
allow aggregation on the attributed bipartite graphwhile preserving
the attribute and structural information. The input features for
product vertices are as follows:

�̃�V = �̂� (V,𝑠 ) | | (𝑿V𝑾V + 𝒃V ), (9)

where �̂� (V,𝑠 ) is the structural features introduced in Section 3.1;
𝑿V is the attribute features for products;𝑾V and 𝒃V are weight
matrix and bias used to map 𝑿V in order to match the dimension
of �̃�V with that of �̃�U to allow the aggregation between two sets
of vertices.

In each GNN hidden layer, we superimpose the customer rep-
resentation from each encoder layer onto that from the previous
GNN hidden layer as the input. More specifically, at the first GNN
layer, we pass �̃�U and �̃�V through the GNN network:

𝑯 (1) = 𝜎 (g(1) (�̃�U , �̃�V ,𝑨) ), (10)

where g(𝑙 ) (·) is 𝑙-th layer GNN,𝑨 ∈ {0, 1} |U |× |V | is the adjacency
matrix; 𝑯 (1) is the output of first GNN layer. Then, the output of
the corresponding encoder layer is superimposed onto the customer
features before passing to the next GNN hidden layer:

𝑯 (𝑙+1) = 𝜎 (g(𝑙+1) ( (𝑿 (𝑙 )
(U,𝑎) ⊕ 𝑯 (𝑙 )

U ),𝑯 (𝑙 )
V ,𝑨) ), (11)

where ⊕ denotes the element-wise summation, 𝑯 (𝑙 )
U and 𝑯 (𝑙 )

V are
hidden representations forU andV at 𝑙-th layer respectively. Fi-
nally, the customer features obtained from the last hidden layer
are superimposed onto the output of encoder 𝑿 (U,𝑒 ) , i.e., customer
community representations, which are then fed into the output
GNN layer to obtain community affiliation results:

𝑪U = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 (g(𝐿𝑔 ) ( (𝑿 (U,𝑒 ) ⊕ 𝑯
(𝐿𝑔−1)
U ),𝑯 (𝐿𝑔−1)

V ,𝑨)𝑴U ), (12)

where 𝐿𝑔 is the number of GNN layers, 𝑴U is the mask to select
the customer vertices; 𝑪U ∈ R |U |×K is community affiliation rep-
resentation, each entry of which is the probability that a customer
belongs to a community. It is common for one customer to be in
multiple communities simultaneously, i.e., one customer can have
similar behavior with multiple groups of customers. Therefore, we
choose Sigmoid as the output layer activation function.

The performance of GFDN is not sensitive to the choice of
GNN backbone. In this paper, we choose the architecture of Graph-
SAGE [27] to ensure efficiency on large-scale graphs. Specifically,
each layer can be symbolized as follow:

𝑿 (𝑙 )
𝑢 =𝑾 (𝑙 )

1 𝑿 (𝑙−1)
𝑢 +𝑾 (𝑙 )

2 · mean𝑢′∈N(𝑢)𝑿
(𝑙−1)
𝑢′ , (13)

where𝑾 (𝑙 )
1 and𝑾 (𝑙 )

2 are weight matrices at 𝑙-th layer.
3.3 Training Objective
As introduced in Section 2.2, group-based fraud detection can be
modeled as either edge classification or vertex classification prob-
lem depending on the type of fraud. To optimize GFDN for both
types of frauds, we design a multi-task training objective for edge
and vertex classification.

Specifically, for the fraudulent operation detection tasks, such
as “Ride Item’s Coattails” attack detection, the objective is to per-
form the edge classification in attributed bipartite graphs. Since all
frauds are conducted by fraudsters, training the model for fraudster
detection, i.e., vertex classification, can boost the performance of
the main task. Please note that although all fraud links come from
fraudsters, not all links generated by the fraudsters are fraudulent.
Thus the vertex classification results cannot be trivially used for
fraudulent operation detection. Meanwhile, for the fraudster detec-
tion tasks, such as STARS attack detection, the main objective of
GFDN is the vertex classification, i.e., classifying the customers into
fraudulent and legitimate groups. In this case, edge classification
is regarded as an auxiliary task to improve the optimization since
the fraudulent links are only created by the fraudsters. As a result,
in this work, we utilize multi-task learning with a joint training
objective for both edge classification (fraud detection) and vertex
classification (fraudster detection).

We first introduce how we perform the vertex classification.
Based on the structural and attribute information, the community
affiliation representation of customers 𝑪U has been obtained by
Equation 12. 𝑪U is then used to predict the fraudsters by a two-layer
MLP as follows:

�̂�U = 𝛿 (MLP(𝑪U ) ), (14)

where 𝑌U ∈ R |U |×2 denotes the predicted probability of whether
a customer is a legitimate user or a fraudster, and 𝛿 is Softmax
function. If the predicted probability �̂�𝑢 of vertex 𝑢 is above a
threshold 𝜏U , 𝑢 will be considered a fraudster.

Similarly, we introduce how we perform edge classification. The
representation of the edge 𝑒 that connects customer 𝑢 and product
𝑣 is constructed as follows:

𝒙𝑒,𝑢𝑣 = �̂�𝑢 | |𝒄𝑢 | |�̂�𝑢𝑠 | |�̂�𝑣𝑠 | |𝒙𝑢 | |𝒙𝑣, (15)

where �̂�𝑢 ∈ �̂�U is the predicted fraudster probability of𝑢 calculated
by Equation 14; 𝒄𝑢 ∈ 𝑪U is community affiliation representation
of 𝑢; �̂�𝑢𝑠 ∈ �̂� (U,𝑠 ) and �̂�𝑣𝑠 ∈ �̂� (V,𝑠 ) are structural features of
customer 𝑢 and product 𝑣 respectively; 𝒙𝑢 ∈ 𝑿U and 𝒙𝑣 ∈ 𝑿V
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are the attribute features of 𝑢 and 𝑣 . Specifically, for the fraudster
detection tasks, e.g., STARS attack, the fraudulent edges are only
created by the fraudsters, and the predicted fraudster probability �̂�𝑢
is highly related to the prediction of fraudulent edges and reduce
the effectiveness for optimization of the auxiliary edge classification
task. Therefore, for these tasks, 𝒙𝑒,𝑢𝑣 is not concatenated with �̂�𝑢
while the rest of the representation remains unchanged. With the
concatenation in Equation 15, we obtain an edge feature matrix:𝑿E
for all edges in G. Similarly, we also use two fully connected layers
followed by the Softmax function to obtain the edge classification
results:

�̂�E = 𝛿 (MLP(𝑿E ) ) . (16)
Given an edge 𝑒 , if the predicted probability �̂�𝑒 is above a threshold
𝜏E , 𝑒 will be regarded as a fraudulent edge.

With the vertex classification and edge classification results �̂�U
and �̂�E , and the ground-truth labels for vertices 𝒀U and edges
𝒀E , one immediate loss function for these two tasks is the cross-
entropy loss. However, since the vertex and edge labels are usually
imbalanced, e.g., most vertices and edges are labeled as legitimate
ones, the direct utilization of cross-entropy will lead to a deterio-
rated performance. To increase the emphasis on the fraudsters and
the fraudulent edges during the training phase, we employ focal
loss [55] as the loss function for both tasks. Specifically, the loss
function for vertex classification is as follows:

L𝑙 =
∑︁
𝑢∈U

−[_𝑙𝑡𝒚𝑢 (1 − (�̂�𝑢 ) )𝛾𝑙 log(�̂�𝑢 )+

_𝑙 𝑓 (1 − 𝒚𝑢 ) (1 − (1 − �̂�𝑢 ) )𝛾𝑙 log(1 − �̂�𝑢 ) ],
(17)

where 𝒚𝑢 denotes ground truth label of 𝑢, and �̂�𝑢 denotes the pre-
dicted probability of whether 𝑢 is a fraudster, _𝑙𝑡 , _𝑙 𝑓 and 𝛾𝑙 are
adjustable weighting parameters for training focus.

The loss function for edge classification is as follows:

L𝑒 =
∑︁
𝑒∈E

−[_𝑒𝑡𝒚𝑒 (1 − (�̂�𝑒 ) )𝛾𝑒 log(�̂�𝑒 )+

_𝑒𝑓 (1 − 𝒚𝑒 ) (1 − (1 − �̂�𝑒 ) )𝛾𝑒 log(1 − �̂�𝑒 ) ],
(18)

where 𝒚𝑒 ∈ 𝒀E is the ground-truth label of edge 𝑒 , �̂�𝑒 ∈ �̂�E is the
predicted probability of edge 𝑒 as a fraudulent edge, _𝑒𝑡 , _𝑒 𝑓 , and
𝛾𝑒 are parameters to adjust the training weights.

The parameters of GFDN are jointly optimized in one optimizer
with the following unified loss function:

L = 𝜔𝑎𝑒L𝑎𝑒 +𝜔𝑐L𝑐 +𝜔𝑙 L𝑙 +𝜔𝑒L𝑒 , (19)

where 𝜔𝑎𝑒 , 𝜔𝑐 , 𝜔𝑙 and 𝜔𝑒 are coefficients of L𝑎𝑒 , L𝑐 , L𝑙 and L𝑒 .
Therefore, our proposed GFDN can be trained to focus on the vertex
or edge classification by adjusting these weighting parameters.
4 EXPERIMENT
In this section, we first introduce the settings of the experiments, i.e.,
the details of datasets, and the baseline algorithms. To evaluate the
accuracy, efficiency, and importance of each component in GFDN,
we report the results of the comparison with state-of-the-art base-
lines, ablation study, and parameter sensitivity analysis. In detail,
two group-based fraud detection tasks, i.e., “Ride Item’s Coattails”
and STARS attack detection, are selected as the representatives
of two major types of fraud detection, i.e., fraudulent links detec-
tion and fraudster detection in the experiment. We also conduct an
in-depth analysis to demonstrate how the structural feature gener-
ation and clustering module influence the performance of GFDN.

Table 1: Datasets for “Ride Item’s Coattails” Attack Detection
Dataset | E | |U | |V | % Fraudulent % Legitimate
TB 3,085,653 996,090 381,611 0.62% 3.53%
TC 1,050,000 532,345 239,840 2.86% 11.43%

Table 2: Datasets for STARS Attack Detection
Dataset | E | |U | |V | % Fraudulent % Legitimate
Alpha 24,186 3,286 3,754 3.10% 4.20%
OTC 35,592 4,814 5,858 3.70% 2.80%

We concentrate on verifying the accuracy of GFDN. The implemen-
tation, hardware details, and other setting details are summarized
in Appendix A. The code is available at [7]. Additional experiments
and analyses can be found in Appendix B. Five evaluation metrics
are used: F1-score, accuracy, AUC, precision and recall. The specific
definitions of these metrics can be found in Appendix A.4.
4.1 Experimental Setup
Dataset for “Ride Item’s Coattails” attack detection.We aim
to perform group-based fraud detection to detect the “Ride Item’s
Coattails” attack [51], i.e., the groups of fraudsters create fake clicks
(i.e., edges) with popular and low-quality target products to boost
the sales of target products, in the experiments. The experiments are
conducted on two real-life customer-product datasets, TC [4] and
TB.TC is an open source dataset used for Tianchi “Ride Item’s Coat-
tails” attack prediction competition [5]. TB is a large-scale attrib-
uted bipartite customer-product graph on the Alibaba e-commerce
platform Taobao. The fraudulent labels in these two datasets are ob-
tained basically by expert labelling, i.e., labeled manually by experts.
The details are reported in Appendix A.5.

The expert labeling in Appendix A.5 can be very accurate in
finding frauds, but it also has significant drawbacks, e.g., it requires
a lot of labor costs and low labeling efficiency, which makes it chal-
lenging to achieve a large number of labels; due to the additional
consideration of more feature information, feature filtering in dense
subgraphs approach does not significantly improve labeling effi-
ciency; red team attack simulation approach is not cost-effective
due to its high consumption of money and resources. Therefore,
GFDN dramatically helps the Taobao platform find more fraudulent
attacks with lower consumption.

The specific statistics of both datasets are presented in Table 1
where % Fraudulent and % Legitimate denote the percentage of
labeled fraudulent and legitimate edges respectively. Please note
that only partial edges have labels in both datasets. Edges linked to
the vertices with only one degree are labeled as normal edges. The
evaluation is conducted in a transductive setting, and all structural
and attribute information is available during both training and test
process. Among the labeled edges, we apply the stratified sampling
to select 10% edges in the test set and the rest labeled edges in the
training set.
Dataset for STARS attack detection. STARS attack is also a
typical group-based fraud on attributed bipartite graphs. Fraudsters
in the e-commerce system create a great number of fake accounts
to rate targets with numerous fake ratings. To test the performance
of GFDN and the baseline methods, we use Bitcoin Alpha [46] and
Bitcoin OTC [46] with the pre-processing introduced in RTV [57]
as the datasets for STARS attack detection in our experiments.

These two datasets are user-to-user trust networks of Bitcoin
users trading using Alpha platform and OTC platform, and they
are made bipartite by splitting each user into a ‘rater’ with all its
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Table 3: Effectiveness Evaluation Results for “Ride Item’s Coattails” Detection

TB Data TC Data

F1 Acc AUC Pre Recall F1 Acc AUC Pre Recall

LPA 0.2737 0.4627 0.5517 0.1715 0.6785 0.2056 0.4284 0.5276 0.1219 0.6557
SBGNN 0.4789 0.8228 0.7947 0.4279 0.5438 0.3676 0.8074 0.7666 0.2900 0.5018
BiGI 0.5359 0.8540 0.8491 0.5097 0.5649 0.4039 0.8292 0.8044 0.3331 0.5129
SIHG 0.6449 0.8709 0.8692 0.5470 0.7853 0.5947 0.8771 0.8985 0.4735 0.7992
Tianchi 0.6446 0.8752 0.9342 0.5606 0.7581 0.5364 0.8717 0.9107 0.4527 0.6583
RICD 0.6518 0.8405 0.9063 0.4834 1.0000 0.4784 0.8482 0.7474 0.3906 0.6171
(𝛼 , 𝛽)-core 0.8081 0.9449 0.8757 0.8417 0.7770 0.6348 0.8907 0.8696 0.5093 0.8423
FRAUDAR 0.2580 0.1481 0.4963 0.1483 0.9927 0.2020 0.1124 0.4981 0.1124 0.9961
CF1 0.2407 0.7698 0.5532 0.2371 0.2445 0.1620 0.7981 0.5253 0.1523 0.1731
CF2 0.4675 0.7603 0.7376 0.3497 0.7052 0.3588 0.6837 0.7277 0.2326 0.7844

Naive 0.8109 0.9473 0.9844 0.8736 0.7565 0.6397 0.9090 0.9516 0.7816 0.5414
GFDN-S 0.6867 0.9202 0.9653 0.8284 0.5864 0.6122 0.8783 0.9342 0.4780 0.8514
GFDN-F 0.9212 0.9754 0.9886 0.8821 0.9639 0.6401 0.8976 0.9287 0.5302 0.8076
GFDN-L 0.9398 0.9813 0.9964 0.9050 0.9775 0.7015 0.9192 0.9654 0.6014 0.8417
GFDN-C 0.9423 0.9821 0.9967 0.9086 0.9785 0.7048 0.9226 0.9646 0.6181 0.8198

GFDN 0.9522 0.9853 0.9974 0.9254 0.9806 0.7226 0.9242 0.9713 0.6154 0.8752

outgoing edges and each ‘product’ with all incoming edges. The
specific statistics of both datasets are presented in Table 2, where %
Fraudulent and % Legitimate represent the percentage of known
fraudsters and normal raters among all raters in the original dataset,
respectively. We refer to the work of RTV and simulate STARS at-
tack on these two datasets. More specifically, among the parameters
chosen in RTV’s work, we select the percentage of sockpuppet ac-
counts as 30%, choose the number of fake ratings per sockpuppet
account as 10, and fix the number of target products to 100. All
these sockpuppet accounts are considered fraudsters, and these
fraudsters’ initial fairness and rating reliability are randomly dis-
tributed. These fraudsters rate the target products with the highest
score, and for other products, their ratings are randomly obtained
by the normal distribution of existing ratings. Then, to maximize
the benefits of RTV, we also provide trusted raters and verified
raters. We generate 100 trusted raters and mark 500 existing raters
as verified raters to ensure that datasets in our experiments are
identical to those in RTV’s work. Trusted raters have the highest
fairness, and their ratings are also randomly obtained by the normal
distribution of the existing ratings. We set a fairness value of 0.5
for rater vertices without initial fairness, a goodness value of 0 for
product vertices without initial goodness, and a reliability value
of 1 for ratings without initial reliability. For attribute features, we
consider vertex type, degree, and initial fairness/goodness as vertex
features and ratings as additional edge features. After completing
the above pre-processing, we apply the stratified sampling to select
10% of the vertices in the test set and the other 90% of the vertices
in the training set. The further setting of RTV can be found in
Appendix A.1.
Compared Methods. To demonstrate the performance of our pro-
posed model, we compare GFDN with the state-of-the-art baseline
methods. Generally, the baseline methods can be classified into two
major categories: learning-based and pattern-based methods.

Learning-based methods utilize machine learning techniques to
perform fraud detection. We compare the following state-of-the-art
methods:

• Label Propagation Algorithm (LPA) [68]. LPA is a fast
semi-supervised algorithm to assign labels to a graph.

• Signed Infomax Hyperbolic Graph (SIHG) [60]. SIHG is
a signed link prediction method based on hyperbolic graph
neural network.

• BiGI [18]. BiGI is a novel bipartite graph embedding method
based on the local-global infomax for recommendation and
link prediction on bipartite graphs.

• Signed Bipartite Graph Neural Networks (SBGNN) [34].
SBGNN is a representation learning algorithm for vertices
in signed bipartite graphs based on the balance theory.

• Tianchi [6]. The algorithm with the best performance on
Tianchi “Ride Item’s Coattails” attack prediction competi-
tion. The algorithm predicts the fraud edges by the semi-
supervisedmodel withMLPs and batch normalization, whose
inputs are the attribute features of vertices.

The pattern-based methods aim to utilize the structural infor-
mation in the graph to detect potential frauds. Due to the charac-
teristics of the group-based fraud detection, i.e., the fraud edges
usually form cohesive subgraphs, and the cohesive subgraph de-
tection methods are used for the fraud detection. In this work, the
following pattern-based methods are compared:

• (𝛼 , 𝛽)-core. Given 𝛼 and 𝛽 , the edges in the computed (𝛼 ,
𝛽)-core are regarded as frauds. In our experiments, we enu-
merate the choices of 𝛼 and 𝛽 and report the best result.

• RICD [51]. RICD ((𝛼, 𝑘1, 𝑘2)-biclique) is proposed in [51]
to detect the “Ride Item’s Coattails” attack. Following the
settings in [51], we set 𝛼 = 1 for this method. The code used
is from the public project [2].
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Figure 3: Comparison with Pattern-based Algorithms on TB

Please note that, following the setting in [51], all edges in co-
hesive subgraphs found by (𝛼 , 𝛽)-core and RICD are regarded as
fraudulent links.

Besides, we also compare GFDN with the following methods,
which achieve state-of-the-art performance in fraud detection:

• FRAUDAR [1, 32]. FRAUDAR is designed to detect frauds
in bipartite graphs in a camouflage-resistant way.

• CF1 [85]. CF1 is a state-of-the-art algorithm for click farm-
ing detection. CF1 utilizes LOF [16] to filter data and self-
supervised k-means to perform the prediction.

• CF2 [37]. CF2 is also designed for click farming detection.
The algorithm labels the vertices with a label propagation
method and then combines SVM and neural networks for
training and prediction.

• RTV-SUP [57]. RTV is the state-of-the-art STARS attack
detection algorithm. This algorithm can find users with ab-
normal behavior by fully utilizing the credibility of vertices
and ratings. RTV-SUP is a supervised variant of RTV.

To evaluate the effectiveness of each component in our model,
the following variants of GFDN are also compared:

• Naive. The naive algorithm is a variant that directly uses
initial features �̂�𝑢𝑠 | |�̂�𝑣𝑠 | |𝒙𝑢 | |𝒙𝑣 as input and conducts the
fraud detection with two fully connected neural layers.

• GFDN-S. Compared to GFDN, GFDN-S ignores 𝑋 (U,𝑠 ) and
𝑋 (V,𝑠 ) for fraud detection to test the effectiveness of struc-
tural feature generation module in our model.

• GFDN-F. Compared to GFDN,𝑿U and𝑿V are not involved
in fraud detection to test the importance of attribute features.

• GFDN-L: Compared to GFDN, this variant removes the �̂�U
from the edge representation 𝑿E to test the effectiveness of
multi-task learning, specifically vertex classification.

• GFDN-C. Compared to GFDN, the community affiliation
representations 𝑪U are not included in the edge representa-
tion 𝑿E to test the effectiveness of community information.

We keep the parameter settings of SIHG, BiGI and SBGNN the
same as in the original papers. In addition, since none of the three
sets of baselines can handle unlabeled data (i.e., support semi-
supervised learning), only the edges with labels are used in the
train and test sets. For the pattern-based methods, we tune the
parameters and report their best performance. We also keep the
hyperparameters of Naive model, GFDN-S, GFDN-F, GFDN-L, and
GFDN-C the same as that of GFDN, except for the number of epochs
to ensure convergence.

4.2 Prediction Accuracy Evaluation on “Ride
Item’s Coattails” Attack Detection

In this section, we report the performance of compared methods
for “Ride Item’s Coattails” attack detection.

The experimental results of all models are presented in Table 3.
Overall, our proposed GFDN outperforms all the other compared
methods on both datasets. Specifically, compared with the second
best-performed baseline, GFDN achieves an improvement over
17.83% and 13.83% on TB and TC in the F1-score metric.

Compared with learning-based methods. LPA has the worst
performance because it totally ignores the attribute information. Al-
though the structural information of the attributed bipartite graph is
considered in BiGI and SBGNN, BiGI ignores the attribute informa-
tion of products during aggregation, while SBGNN cannot handle
label and graph sparsity, which leads to their non-competitive per-
formance. Meanwhile, SIHG and Tianchi, which pay more attention
to attribute feature utilization and processing, perform much better.
However, these two algorithms cannot utilize the graph structural
and community information which are crucial for group-based
fraud detection. Thus they still have a significant performance gap
with GFDN, e.g., more than 47.65% improvement w.r.t. F1-score on
TB dataset.

Compared with pattern-based methods. The pattern-based
methods have the best performance among the existing compared
methods, in spite of the fact that only the graph structural infor-
mation is used. RICD detects the frauds by finding near-bicliques,
which is too strict and thus cannot detect a great number of fraud
edges that are linked to unpopular products, i.e., vertices with rel-
atively small degree. Therefore, RICD has a high AUC but a low
F1-score and accuracy. Meanwhile, with appropriate 𝛼 and 𝛽 , (𝛼 ,
𝛽)-core can achieve good performance by excluding most of the
normal edges in the prediction. However, (𝛼 , 𝛽)-core still cannot
detect frauds on unpopular products. On the other hand, because of
the inability to utilize edge label information and attribute informa-
tion, there is a considerable performance gap between (𝛼 , 𝛽)-core
and GFDN.

Due to the superior performance of the pattern-based methods,
we provide more comparison with the pattern-based algorithms on
TB dataset for detailed analysis. Specifically, GFDN is compared
with pattern-based methods varying values of their parameters, e.g.,
values of 𝛼 , 𝛽 in (𝛼 , 𝛽)-core. Furthermore, we compare two methods
named (𝛼 , 𝛽)-split. We first filter out the edges outside the (𝛼 , 𝛽)-
core and regard them as legitimate edges. Then, the consequent
predictions are made for edges inside the (𝛼 , 𝛽)-core using the
prediction network in GFDN. The comparison results are presented
in Figure 3.

From Figure 3, we can find that (2, 5)-core achieves better per-
formance than (2, 1)-core. It indicates that the products which have
a higher degree also have a higher probability of being involved in
fraud. Moreover, RICD achieves the best performance with 𝑘1 = 1,
𝑘2 = 2, i.e., the biclique with at least 1 customer vertex and 2 product
vertices. With larger 𝑘1, 𝑘2 values, the accuracy of RICD decreases
due to its strict filtering. Its optimal performance is achieved when
it degenerates to (2, 1)-core. Thanks to GFDN’s capability to uti-
lize the information from structure, attributes and labels, it still
outperforms the above methods.
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Table 4: Effectiveness Evaluation Results for STARS Detection

Alpha OTC

F1 Acc AUC Pre Recall F1 Acc AUC Pre Recall

FRAUDAR 0.3800 0.2626 0.5236 0.2346 1.0000 0.3780 0.2547 0.5183 0.2330 1.0000
RTV-SUP 0.8652 0.9452 0.8859 0.9747 0.7778 0.7010 0.8082 0.8736 0.5417 0.9931

(𝛼 , 𝛽)-core 0.7857 0.8767 0.9204 0.6471 1.0000 0.7784 0.8711 0.9167 0.6372 1.0000
Naive 0.8089 0.9018 0.9789 0.7222 0.9192 0.7937 0.8978 0.9508 0.7310 0.8681

GFDN 0.8919 0.9452 0.9913 0.8049 1.0000 0.9231 0.9623 0.9746 0.8571 1.0000

In (𝛼 , 𝛽)-split, since the graph has been segmented using struc-
tural information, the structural features �̂� (U,𝑠 ) and �̂� (V,𝑠 ) are
not available for the network in (𝛼 , 𝛽)-split. Specifically, (2,1)-core
and (2,5)-core are tested. It can be observed from Figure 3 that (2,5)-
split is outperformed by (2,1)-split because (2,5)-split regards many
fraudulent links as legitimate ones, hence limits the benefits from
the prediction network. These two methods are outperformed by
GFDN since they cannot fully use the structural information, i.e.,
(𝛼 , 𝛽)-core distribution, for fraud detection.

Compared with fraud detection methods. FRAUDAR has
poor performance, e.g., 25.80% F1-score on TB, because it predicts
the frauds based on subgraph density in which the abundant at-
tribute and structural information are overlooked. CF1 and CF2 are
the latest click farming detectionmodels. However, CF1 cannot fully
utilize edge label information, and CF2 does not leverage the graph
structural information, which results in the worse performance of
these two algorithms.

Compared with variants of GFDN.We conduct ablation ex-
periments to illustrate the effectiveness of each part of GFDN. By
mining structural, attribute and edge label information, the Naive
model can achieve excellent accuracy, even though it mainly con-
sists of simple neural networks. The accuracy of GFDN-S is only
marginally higher than SIHG and Tianchi, and significantly lower
than (𝛼 , 𝛽)-core. This result demonstrates that �̂� (U,𝑠 ) and �̂� (V,𝑠 )
can provide significant improvement for the task. The accuracy
of GFDN-F is close to Naive but far behind GFDN, which shows
the importance of attribute features. When �̂�U or 𝑪U is unavail-
able, GFDN-L and GFDN-C suffer from slight decrease of accuracy
compared with GFDN. It can be concluded that both the vertex
classification learning objective and the community affiliation rep-
resentations can improve the effectiveness of this kind of attack de-
tection. Still, this improvement is not as remarkable as that brought
by the utilization of structural and attribute features.

4.3 Performance of STARS Attack Detection
In this section, we report the evaluation results of GFDN on STARS
attack detection task. In addition to the baseline method FRAUDAR,
(𝛼 , 𝛽)-core and Naive, we also compare GFDN with the state-of-the-
art fraudster detection method RTV [57]. Since GFDN is a semi-
supervised model, we compare it with the supervised variant of
RTV, named RTV-SUP for fairness. The detailed settings of this
method are reported in Appendix A.1.

The experimental results are presented in Table 4. GFDN out-
performs the baseline methods with a significant margin on this
fraudster detection task.

Compared with pattern-based methods. (𝛼 , 𝛽)-core achieves
a high recall score but a low precision score. This result indicates
that the fraudster detection method that is only based on structural
information may result in a great number of false positive predic-
tions. In comparison, our proposed GFDN achieves a much better
precision score which leads to superior performance in terms of
F1 score, accuracy and AUC. This improvement is brought by the
exploitation of the label and attribute information in GFDN.

Compared with fraudster detection methods. Specifically,
RTV-SUP outperforms all other models except GFDN on Alpha
dataset. Compared to RTV-SUP, GFDN achieves about 3% improve-
ment in the F1-score metric, and about 11% improvement w.r.t.AUC.
The advancement of GFDNmainly comes from the high recall score.
Our proposed model can achieve 1 as the recall score, which means
there is no false negative in the prediction of GFDN. This is an
important characteristic of the fraudster detection methods, which
cannot be satisfied in RTV-SUP. On OTC dataset, GFDN achieves
an improvement over 30% w.r.t. F1-score metric compared with
RTV-SUP. GFDN has a great margin over RTV-SUP on the precision
value, which indicates the better capacity of GFDN in reducing the
number of false positives compared with RTV-SUP.

Therefore, we can conclude that our proposed GFDN not only
achieves state-of-the-art performance but is also applicable in real-
life fraudster detection tasks.
4.4 Further Analyses
To further demonstrate the superiority of GFDN, we conduct query
time comparison, in-depth effectiveness analysis and parameter sen-
sitivity analysis (results reported in Appendix B). In the query time
comparison part, we report the query time costs of the compared
methods for fraud and fraudster detection. The in-depth effective-
ness analysis illustrates how (𝛼 , 𝛽)-core works in our model. The
parameter sensitivity analysis tests the performance of the model
with different parameters. These experiments demonstrate the effi-
ciency of GFDN, the importance of (𝛼 , 𝛽)-core in the model, and
how sensitive the model is to its parameters.

5 CONCLUSION
In this paper, we investigate group-based fraud detection on e-
commerce platforms. Based on the characteristics of such frauds,
we carefully design a model, named GFDN, for group-based fraud
detection. GFDN adaptively utilizes the structural, attribute and
available label information in fraud detection. The experimental
results on large-scale e-commerce data and Bitcoin trading data
show a significant improvement in accuracy and the efficiency
achieved by GFDN.
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A EXPERIMENTAL SETUP AND
ENVIRONMENT

A.1 Parameter Settings
Parameter Settings of GFDN. In our model, by default, we set
the number of GNN layers 𝐿𝑔 = 4, the number of encoder layers
and decoder layers 𝐿𝑒 = 𝐿𝑑 = 3, learning rate 𝑙𝑟 = 0.001, hidden
dimension as 128. For “Ride Item’s Coattails” attack detection, we
set the number of communities K = 32, number of epochs as 100,
loss coefficients _𝑙𝑡 = _𝑙 𝑓 = _𝑒𝑡 = _𝑒 𝑓 = 1, 𝛾𝑙 = 𝛾𝑒 = 2, 𝜔𝑎𝑒 = 0.2,
𝜔𝑐 = 0.1, 𝜔𝑙 = 0.1 and 𝜔𝑒 = 0.6. We set 𝛼−

𝜏 = 𝛼+𝜏 = 2, 𝛽−𝜏 = 1 and
𝛽+𝜏 = 11 for both TB and TC. The fraud detection threshold 𝜏E is
set to 0.5 in TB and 0.45 in TC. For the STARS attack detection,
we set the number of epochs as 75, and the fraudster detection
threshold 𝜏U is set to 0.4. Due to the distribution of datasets, we
set 𝛼−

𝜏 = 2, 𝛼+𝜏 = 15, 𝛽−𝜏 = 𝛽+𝜏 = 1 for Alpha and OTC datasets.
For loss coefficients, we change 𝜔𝑙 to 0.6, 𝜔𝑒 to 0.1. The remaining
parameters are consistent with those for the “Ride Item’s Coattails”
attack detection. Adam [40] is chosen as the optimizer. Due to the
huge size of TB and TC datasets, we adopt the minibatch sampling
method [27] to incorporate them in GPU during training.
Parameter Settings of RTV. RTV has eight pre-set weights. We
use the settings of these parameters as indicated in the original
work [57]. We choose logistic regression as the supervised learning
part of RTV. In [57], the tuning strategy of RTV-SUP’s supervised
learning part is not provided. Therefore, we use the strategy in
favor of its experimental results, to obtain the best experimental
results of RTV-SUP.

A.2 Implementation Details
During the feature generation phase, (𝛼 , 𝛽)-core is computed by
QueryOPT [3, 56] implemented with C++. The neural network of
GFDN is implemented by Pytorch framework and PyTorch Geo-
metric [22] package in Python. The swig [8] compiler is used to
integrate QueryOPT into Python environment. The code of GFDN
is publicly available on Github [7].

A.3 Experiment Environment
The experiments are conducted on a server that is running Ubuntu
18.04.6 LTS system with Intel(R) Xeon(R) Platinum 8163 CPU @
2.50GHz, NVIDIA Tesla V100 16G GPU and 30GB RAM.

A.4 Evaluation Metrics
Five popular metrics are used for the evaluation of group-based
fraud detection: F1-score, accuracy, AUC, precision and recall. TP,
TN, FP and FN are used to denote the true positive, true negative,
false positive and false negative, respectively. These five metrics
are defined as follows: AUC is the area under the receiver oper-
ating characteristic (ROC) curve. Accuracy is defined as Acc =

TP+TN
TP+TN+FP+FN . F1-score is computed by the precision and recall val-
ues, which is defined as F1 = 2×Pre×Recall

Pre+Recall = 2×TP
2×TP+FP+FN . Precision

is defined as Pre = TP
TP+FP . Recall is defined as Recall = TP

TP+FN . For
these five metrics, higher values indicate better performance.
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Figure 4: Query Time Evaluation of “Ride Item’s Coattails”
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Figure 5: Query Time Evaluation of STARS

A.5 Label Acquisition for “Ride Item’s Coattails”
Attack

Datasets TC and TB contain the labels of “Ride Item’s Coattails”
attack. These labels are obtained in the following ways:

• Expert Labeling. Business experts in the Taobao platform
provide significantly accurate label information, along with
enormous labor costs.

• Feature Filtering in Dense Subgraphs.We clean up the
vertices with low data concentration. Then we utilize the
temporal and attribute information to support the business
experts in the labeling task. In this case, we add attack labels
to these clicks even if business experts are not completely
convinced that the customer is attacking.

• Red Team Attack Simulation. We hire buyers and sellers
on the Taobao platform to comply with our rules and conduct
the attacks to obtain real and accurate attack data.

B APPROACH ANALYSES
B.1 Query Time Comparison
In this section, we report the query time costs, i.e., time for distin-
guishing the frauds in the test set, of the compared methods for
“Ride Item’s Coattails” attack detection and STARS attack detection.

The efficiency results for “Ride Item’s Coattails” attack detection
are shown in Figure 4. Compared with learning-based methods,
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LPA is the most efficient method, but it shows the lowest accuracy
among these methods. Meanwhile, GFDN is around an order of
magnitude faster than other learning-based methods on TC. Com-
pared with fraud detection methods, despite the best efficiency, CF2
is significantly outperformed by GFDN, while the other methods
are much less efficient and accurate than GFDN. RICD, as the SOTA
method, requires around five orders of magnitude more query time
compared to GFDN. On TC and TB datasets, the efficiency of (𝛼 ,
𝛽)-core is close to or slightly faster than GFDN, but GFDN achieves
11.03% and 17.83% improvement than (𝛼 , 𝛽)-core w.r.t. F1-score
metric. Consequently, GFDN can achieve remarkably high accuracy
with competitive efficiency.

Efficiency test results of the STARS attack detection are shown
in Figure 5. These results show that GFDN is remarkably efficient.
In more detail, Naive is the most efficient algorithm among all the
models, but not much different from GFDN; (𝛼 , 𝛽)-core ranks sec-
ond in efficiency, but GFDN is almost as fast as it. With efficiency
close to theirs, the effectiveness of GFDN is much higher than theirs.
Compared to RTV-SUP, GFDN is 6 to 7 orders of magnitude faster
on both datasets. These experimental results prove that GFDN out-
performs the state-of-the-art model RTV in completing the STARS
attack detection, both in terms of effectiveness and efficiency.

In conclusion, GFDN offers remarkable efficiency in the task of
group-based fraud detection while achieving high effectiveness.
With the help of GFDN, group-based fraud on attributed bipartite
graphs can be detected efficiently and effectively.

B.2 In-Depth Effectiveness Analysis
In this section, we provide an in-depth analysis of the effectiveness
of the structural information in the initial features and the clus-
tering module on TB dataset. Specifically, we analyze the result
of community affiliation prediction 𝑪U , two trained parameters
in our model: 𝑾(U,𝑠 ) and 𝑾(V,𝑠 ) . To analyze the improvement

brought by structural information, we also test the influence caused
by varying numbers and values of 𝛽 .

The heatmap in Figure 6(a) shows the summation of probabilities
for all fraudsters to be allocated to each cluster, i.e.,

∑
𝑢 is a fraudster 𝒄𝑢 .

Specifically, each bar represents a community. The darker red bars
indicate that there is a higher probability for the fraudsters to belong
to the corresponding communities. We can see that the fraudsters
are almost allocated in a few communities by our model rather
than evenly scattered among them. It is evident that our model
effectively mines the fraudster communities.

Figure 6(b) shows the values of learned weights of structural
features for customers and products, i.e., 𝑾(U,𝑠 ) and 𝑾(V,𝑠 ) , re-
spectively. In this figure, the horizontal coordinates represent the
values of 𝛽 in the (2, 𝛽)-core. The darker red represents the greater
absolute value of the corresponding weight. We can see that the
model gives high importance to the features obtained by 𝛽 = 1 for
both customer and product vertices, which can be verified by the
truth that all fraudsters should be in (2, 1)-core. Varying the value
of 𝛽 , we can find that the weights are greater on the feature entries
generated by larger 𝛽 for products. It can be concluded that the
model pays more attention to popular products.

To further demonstrate the effectiveness of structural informa-
tion , we generate the structural features with the 𝛽 values that
with top-N greatest weight values reported in the previous para-
graph,i.e., weights shown in the Figure 6(b). The experimental re-
sults are presented in Figure 6(c), where the x-axis shows values of
N . The model’s performance is significantly improved when top-3
structural features are used compared to the case where only one
feature is used. The performance continues to improve with the
growth of N , which becomes stable when N > 5.

B.3 Parameter Sensitivity Analysis
We report the results for parameter sensitivity analysis on TB
dataset in this section, which are shown in Figure 8.

Figure 8(a) shows the influence of varying learning rate (𝑙𝑟 ) on
the model. The performance of GFDN notably drops when 𝑙𝑟 =

5 × 10−2. We found that the model is hard to converge when 𝑙𝑟 >

5 × 10−2 and 𝑙𝑟 < 1 × 10−3. The salient point is reached when
𝑙𝑟 = 1 × 10−2, which is selected as our default setting.

Figure 8(b) shows the influence of the varying number of clusters
K on the experimental results. The experimental results show the
stability of F1-score of our model whenK ≥ 8. This result indicates
that our model is not sensitive to the selection of the number of clus-
tersK . Meanwhile, the small value ofK would lead to deteriorated
performance due to the consequent low dimension of 𝑪U . In our
experiments, we choose K = 32 to save computational resources
while ensuring fraud detection accuracy.

Figure 8(c) shows the effect of the fraud detection threshold 𝜏E
on the model. Particularly, an edge is predicted to be fraudulent
if its predicted probability is greater than the threshold 𝜏E . We
only report F1-score since AUC metric is not influenced by varying
𝜏E . Because of focal loss, GFDN maintains good performance for
threshold values between 0.3 and 0.6. Once 𝜏E ≥ 0.7, the model’s
accuracy is greatly decreased due to the label imbalance in the
dataset. We choose 𝜏E = 0.5 for TB in our experiments to ensure
that our model can achieve reasonable accuracy.
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