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• Graph is everywhere.

• Community: Normally, a set of nodes that are densely connected  
internally  and loosely connected externally.

Cora (citation graph) [1]

[1]: https://arxiv.org/pdf/2305.18405.pdf     [2]: https://arxiv.org/pdf/1401.7233.pdf     [3]: https://arxiv.org/pdf/2302.12177.pdf

Social graph [2] Protein graph [3]

Nodes are often featured with attributes

https://arxiv.org/pdf/2305.18405.pdf
https://arxiv.org/pdf/1401.7233.pdf
https://arxiv.org/pdf/2302.12177.pdf
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• Attributed Community Search: Given an attributed graph       , and a 
query     where  is a set of query nodes and  is  a set 
of query attributes, the task of attributed community search (ACS) aims to find a 
query-dependent community which preserves both structure cohesiveness and 
attribute homogeneity.

Problem definition

Research communities mining.

Friend recommendation.

Protein complex identification.

• Applications
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• Existing non-learning methods: 

Motivation

➢𝑘-core based ACS model

➢𝑘-truss based ACS model Attribute Irrelevance

Structure Inflexibility

• Existing learning-based methods: 

Interdependence among entities

Efficiency and scalability 
issue for AQD-GNN
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• Candidate Subgraph Extraction 

Our methods

Structure-based pruning with density sketch modularity

Attribute-based pruning

• Consistency-aware Net (CoNet): 
Cross-Attention Encoder

Structure-Attribute Consistency & Local Consistency
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Density sketch modularity
Graph Modularity is a widely used measure for community cohesiveness. 
A higher modularity indicates a more cohesive community

It checks the difference between the number of internal edges in the 
community and the number of expected edges in the community 

Classical Modularity

Density Modularity

Density Sketch Modularity

# of internal nodes # of edges# of internal edges
is a hyperparameter to control granularity

sum of node degree

When 𝜏 approximates zero, density sketch modularity is as power as classical modularity 

When 𝜏 approximates one, density sketch modularity is as power as density modularity 

7≈≈
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Analysis of density sketch modularity

• Free-rider effect 

• Resolution limit problem

When employing classic modularity for CS , it suffers from the free-rider effect 
and the resolution limit problem

Resulting community may encompass numerous nodes unrelated to the query nodes

Resultant community may be too large to highlight some important structures.

8≈≈
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Analysis of density sketch modularity
For any positive 𝜏, whenever density sketch modularity suffers from the 
free-rider effect, classic modularity suffers from the free-rider effect as well.

For any positive 𝜏, whenever density sketch modularity suffers from the 
resolution-limit problem, classic modularity suffers from the resolution-limit 
problem as well.

9≈≈
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• Structure-based pruning 

Candidate subgraph extraction

k-hop neighborhood with largest density sketch modularity (adaptively)

• Attribute-based pruning: 

➢1-hop DSM: 0.504

➢2-hop DSM: 0.507

➢3-hop DSM: 0.135

k-hop neighborhood with largest bipartite modularity in the node-attribute bipartite graph

➢1-hop DSM: 0.504

➢2-hop DSM: −0.094

➢3-hop DSM: 0.0
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CoNet architecture

Query Encoding

Graph Encoding

Lemma: ConNet is as powerful as the 1-WL algorithm.
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• Structure-Attribute Consistency 

Training Objectives

Minimize the Wasserstein-1 distance between 
structure distribution and attribute distribution

• Local Consistency 
Neighboring nodes have similar prediction

• Ground-truth information 



13

13

Experiments

• Query settings 
Attribute from communities (AFC)
Attribute from query node (AFN)
Empty attribute query (EmA)

• Metrics 
F1-score

Average degree (Avg.d)
Community pair-wise Jaccard (CPJ)
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Experiments

Learning-based method has an average improvement of 54.50% in F1-score compared with 
traditional ACS method.
ALICE has an average improvement of 10.18% compared to SOTA AQD-GNN using AFN as 
the query attribute.
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Experiments

ALICE can deal with billion-scale graph while AQD-GNN cannot
ALICE has a better scalability.
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Experiments

Tau=0.8 has the 
best performance

Lw and Lb has an average improvement of 2.71% and 
2.16% under complete labels, 4.57% and 4.03% under 

incomplete labels, respectively
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• We propose a learning-based framework, named ALICE, for 
attributed community search at large scale. 

Summary

• We design an efficient subgraph extraction algorithm by leveraging 
density sketch modularity and node-attribute relationship to 
adaptively select promising nodes. 

• We propose a GNN-based model ConNet to preserve both 
structure-attribute consistency and local consistency among nodes. 

• Extensive experiments over 11 popular public datasets, 
encompassing one billion-scale graph Friendster, demonstrate the 
effectiveness of ALICE. 
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