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• Community Search: Given a graph      , and a query    where    is a set of 
query nodes, the task of community search (CS) aims to find a query-dependent 
community where nodes in the found community are densely intra-connected.

Problem Definition

Fraud detection.

Friend recommendation.

Protein complex identification.

• Applications

• Community: Normally, a set of nodes that are densely connected.
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• Existing non-learning methods: 

Existing works and Motivations

➢𝑘-core based CS model

➢𝑘-truss based CS model

➢𝑘-ECC based CS model Structure Flexibility

Label Free

• Existing learning-based methods: 

➢QD-GNN

➢COCELP Structure Flexibility

Label Free

Structure Flexibility

Label Free
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Existing Learning Frameworks

Two-stage framework: Offline training phase and Online search phase

Using labels for Community score learning and Community Identification
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Our Method
Two-stage framework: 

Offline pre-training and Online search

Unsupervised community score learning: 

Offline pre-training with CSGphormer

&& Online score computation via similarity

Unsupervised community identification: 

Identification with Expected Score Gain

&& Local Search && Global Search
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Offline Pre-training

Augmented subgraph Sampler && CSGphormer && Loss functions 
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Offline Pre-training: Augmented Subgraph Sampler

Conductance-based augmented subgraph sampler 

K-hop subgraph with lowest conductance value
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Offline Pre-training: CSGphormer
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Offline Pre-training: Loss functions
Personalization loss: central node is similar to its community while different from other’s community

Link loss: nodes that have a link should be close in the latent space Contrastive loss

Generative loss

Overall loss: 
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Online Search: Score Computation

Pairwise

Cosine Similarity
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Online Search: IESG

# of internal nodes expected score 
for nodes in the 
community

sum of internal 
scoresis a hyperparameter to control granularity

Expected Score Gain: 

Identification with expected score gain

query-driven && cohesive 
constraint

nodes with high 
community scoreThe problem of IESG is NP-hard
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Online Search: IESG Solver

highest score in the 
neighborhood

global highest 
score
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Experiments: Dataset and query generation

• Query settings 

Inductive (the ability for unseen community)

Transductive

Hybrid

• Metrics 
F1-score

Normalized Mutual Information (NMI)

Jaccard similarity (JAC)



15

15

Experiments: F1-score results

TransZero has an outstanding performance, especially under the inductive setting.
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Experiments: NMI and JAC results

TransZero has a competitive performance using NMI and JAC as metrics
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Experiments: Efficiency

TransZero has a better efficiency in the offline training phase and can deal large graph

TransZero-GS has a better efficiency in the online search phase compared to learning methods.
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Experiments-Hyperparameter
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Experiments: Ablation study

All the designed components can enhance the performance

CSGphormer can bring the largest enhancement
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• We propose a learning-based unsupervised community search 
framework, named TransZero. 

Summary

• In the offline phase, an efficient graph transformer CSGphormer. 

• Extensive experiments over 10 popular public datasets 
demonstrate the effectiveness of TransZero. 

• In the online phase,  we calculate the community score by similarity 
of learned similarity.  We model the community identification as 
Identification with Expected Score Gain (IESG). We  propose Local 
Search and Global Search for IESG.
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Code and Data available in: 


