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Word Meaning — Synonyms and Taxonomy?

What is the meaning of meaning?

dictionary definitions
synonyms and antonyms

taxonomy
penguin is-a bird is-a mammal is-a vertebrate
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Outline

statistical language processing
n-gram models

co-occurence matrix

word representations
word2vec

word relationships

neural machine translation

combining images and language
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Statistical Language Processing

Synonyms for “elegant”

stylish, graceful, tasteful, discerning, refined, soptaged,
dignified, cultivated, distinguished, classic, smarthfasable,
modish, decorous, beautiful, artistic, aesthetic, loveharming,
polished, suave, urbane, cultured, dashing, debonaiyiloxs,
sumptuous, opulent, grand, plush, high-class, exquisite

Synonyms, antonyms and taxonomy require human effort, neay b
incomplete and require discrete choices. Nuances are\ldsitds like

“king”, “queen” can be similar in some attributes but oppesn others.

Could we instead extract some statistical properties aatioaily, without
human involvement?
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There was a Crooked Man

There was a crooked man,
who walked a crooked mile
And found a crooked sixpence

upon a crooked stile.

He bought a crooked cat,
who caught a crooked mouse
And they all lived together

in a little crooked house.
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Document Classification

doc1

doc 2

doc X
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sixpence
stile
there
they
together
upon
walked
was

who
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Counting Frequencies

word frequency

a
all

and
bought
cat
caught

crooked
found

e
house

n

little
lived
man
mile
mouse
sixpence
stile
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some words occur frequently in all (or most)
documents

some words occur frequently in a particular
document, but not generally

this information can be useful for document
classification
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Document Classification

each column of the matrix becomes a vector representing the
corresponding document

words like “cat

or rhymes

M u
1

mouse”, “house” tend to occur in childremooks

other groups of words may be characteristic of legal docuspen
political news, sporting results, etc.

words occurring many times in one document may skew the vecto
might be better to just have a “1” or “0” indicating whetheetivord

occurs at all
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Counting Consecutive Word Pairs Predictive 1-Gram Word Model
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all 1 all 71 1 L
and 1 1 and 3 3
bought 1 bought 1
cal ht 1 1 cat ht 1 1
cau cau
crooked 1 1 11111 crooked L E 11111
oun 1 foun 1 ’ ! roerna
1 he 1
house house
i 1 in 1
little 1 little 1
live 1 live 1
man 1 man 1
mile 1 mile 1
mouse 1 mouse 1
sixpence 1 sixpence 1
stile 1 stile 1
there 1 there 1
they 1 they 1
together 1 together 1
upon 1 upon 1
walked 1 walked 1
was 1 was 1
who 1 1 who 1 i
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N-Gram Model 1-Gram Text Generator

by normalizing each row (to sum to 1) we can estimate the fitiha

prob(w;|w;) of word w; occurring aftem; “Rashly — Good night is very liberal — it is easily said these-igyved to a
sore distraction in wrath and with my king may choose but nofrghapes
and editing by this , and shows a sea And what this is michingecho

; And gins to me a pass , Transports his wit , Hamlet , my armsaga
the mind impatient , by the conditions that would fain knowhieh , the
wicked deed to get from a deed to your tutor .”

need to aggregrate over a large corpus, so that unusual Vikeds
“crooked” will not dominate

the model captures some common combinations like “theré, was
“man who”, “and found”, “he bought”, “who caught”, “and they
“they all”, “lived together”, etc.

this unigrammodel can be generalized to a bi-gram, tri-gram,
...,h-gram model by considering threpreceding words

if the vocabulary is large, we need some tricks to avoid erptal
use of memory
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Co-occurrence Matrix
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Co-occurrence Matrix (2-word window)
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found 1 1
column a nearby word he 1 1
house 1 1 1
n
each row of this matrix could be considered as a vector reptagon ite, | 1, L 1
. . . . 1 1
for the corresponding word, but the number of dimensionsjiskto E@%se 1 I
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is there a way to reduce the dimensionality while still prese Y the ) 11 .
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as
Who 11 1 1
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Co-occurrence Matrix (10-word window) Co-occurrence Matrix
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Word Embeddings

“Words that are used and occur in the same contexts tend to

purport similar meanings.” ]
Z. Harris (1954)

“You shall know a word by the company it keeps.”

J.R. Firth (1957)

Aim of Word Embeddings:

Find a vector representation of each word, such that worts wi
nearby representations are likely to occur in similar cxiste
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Word Embeddings

0.4 mgethe‘r

lived
they
031

little
mouse

02 and

house

01

caught

a

crooked found \}Vhaesre

0.1 man

bought
stile

02 I I I I
-0.6 -0.4 -0.2 0
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History of Word Embeddings

Structuralist Linguistics (Firth, 1957)

Recurrent Networks (Rumelhart, Hinton & Williams, 1986)
Latent Semantic Analysis (Deerwester et al., 1990)

Hyperspace Analogue to Language (Lund, Burgess & Atchie95)
Neural Probabilistic Language Models (Bengio, 2000)

NLP (almost) from Scratch (Collobert et al., 2008)

word2vec (Mikolov et al., 2013)

GloVe (Pennington, Socher & Manning, 2014)
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Singular Value Decomposition

Co-occurrence matrix X, ) can be decomposed as=XU SV' where
U(LxL)s V(mxwm) are unitary (all columns have unit length) and ) is
diagonal, with diagonal entrieg > s > ... > sy >0

M N

3 N M
— 0=
S (v I ]
L Ll —u— A N
s| |l
X U S v’

We can obtain an approximation for X of rahk< M by truncating U to
UiLuny, StoSpnxn) and V toV .. Thekth row of U then provides an
N-dimensional vector representing tkie word in the vocabulary.
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word2vec and GloVve

Typically, L is the number of words in the vocabulary (about@ID)
andM is either equal td_ or, in the case of document classification,
the number of documents in the collection. SVD is compuietily
expensive, proportional tox M2 if L > M. Can we generate word vectors
in a similar way but with less computation, and incremewgfall
word2vec
predictive model

maximize the probability of a word based on surrounding word
Glove

count-based model

reconstruct a close approximation to the co-occurrencexmét
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Eigenvalue vs. Singular Value Decomposition

if X is symmetric and positive semi-definite, eigenvalue amgyular
value decompositions are the same.

in general, eigenvalues can be negative or even complesjrimlar
values are always real and non-negative.

even if X is a square matrix, singular value decompositoatsréhe
source and target as two entirely different spaces.

the word co-occurrence matrix is symmetric but not posiseeni-
definite; for example, if the text consisted entirely of tWtemating
letters ..ABABABABABABAB.. then A would be the context for,B
and vice-versa.
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Eigenvalue vs. Singular Value Decomposition

Eigenvalue Decomposition:

0 1
1 0

0 -1
1 0

Singular Value Decomposition:

—QDQ™!, where

=QDQ !, where
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word2vec 1-Word Context Model
Input layer Hidden layer Output layer
x] 6 6)’]
X2 |0 O] Y2
X3 10 e O| Y3
o> me >
% lo K o|;
W= 1w h Wi~ {w'}
N
Xy 9 g)’v

Thek™ row vy of W is a representation of woikd
The j® columnv; of W' is an (alternative) representation of ward

If the (1-hot) input ik, the linear sum at each output will g = v’j Ty
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Cost Function

Softmax can be used to turn these linear sumsto a probability
distribution estimating the probability of wordoccurring in the context
of word k

al
prob( j|k) = explu))  exp(vj Vi)

Sy-rexplup) 5y exp(vi v

We can treat the text as a sequence of numbersv,, ..., wr where

w; = j means that thé" word in the text is thg™ word in the vocabulary.

We then seek to maximize the log probability

1 T
T Z log prob(w.+r (W)
—c<r<c,r#£0

wherec is the size of training context (which may dependvgi
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word2vec Weight Updates

If we assume the full softmax, and the correct outpytighen the cost
function is

\Y
E = —u;: +log Z exp(uj)
i=1

the output differentials are

0E 0
e = a_u, —djj 30 Iog Z exp(uj/)
where
1, it j=7,
i =
! 0, otherwise.
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word2vec Issues

word2vec is a linear model in the sense that there is no dictiva
function at the hidden nodes

this 1-word prediction model can be extended to multi-word
prediction in two different ways:

Continuous Bag of Words
Skip-Gram

need a computationally efficient alternative to Softmax (ajh
Hierarchical Softmax
Negative Sampling

need to sample frequent words less often
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word2vec Weight Updates

hidden-to-output differentials

0E _ OE duj Ceh
6V\/ auJ 6V\/ 1
hidden unit differentials
OE du; _ {

W
ah. Z , au; o, j;e‘
input-to-hidden differentials
0E OE oh Y

= — = V\/
aWki oh; aWki jZl €i *
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Continuous Bag Of Words word2vec Skip-Gram Model
g Input layer Output layer
 f i | context word h <
[ W several context words are eac % i try to predict the context words,
& | Output lager used mdependently to pred-lct -the e / e given the center word
5 Hidden layer center word, the hidden activation P g o o
. X W becomes a sum (or average) over all . iy this skip-gram mode.l IS §|mllar to
2% o % . & x
ven Yj the context words QBOW, except th.at in this casg a
I _ . single input word is used to predict
- N-dim ordinn Ngte the dlﬁeren(?e between V-dim multiple context words
Bw this and NetTalk — in word2vec
H (CBOW) all context words share Yes a!l context words share the same
o f the same input-to-hidden weights hidden-to-output weights
o/ cxv-dim esiint
COMP9444 (©Alan Blair, 2017-18 COMP9444 (©Alan Blair, 2017-18
COMP9444 18s2 Langage Processing 30 COMP9444 18s2 Langage Processing 31
Hierarchical Softmax Hierarchical Softmax
n(wy,1)
target words are organized in a Huffman-coded Binary Tree n(ws,2)
each output of the network corresponds to one branch potheitree n(w,,3)
only those nodes that are visited along the path to the target are
evaluated (which is logV) nodes on average) W, ow,  wy; w, Wy Wy

1 if n’ is left child of nod
[ = child(n)] = { T+ T isleftchild of noden,
-1, otherwise
o(u) =1/(1—exp(—u))
L(w)—1

prob(w =) = [ o([n(w i +1) = child(n(w, 1)) Vi )
=1
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Negative Sampling Negative Sampling

The idea of negative sampling is that we train the networlntodase

its estimation of the target worf and reduce its estimate not of all the
words in the vocabulary but just a subset of th@theg, drawn from an
appropriate distribution. Empirically, a good choice of the distribution from whichdmaw the
negative samples B(w) = U (w)%*/Z whereU (w) is the unigram
distribution determined by the previous word, & a normalizing

The number of samples is 5-20 for small datasets, 2-5 foelarg
datasets.

E= —Iogo(v’j*Th) -5 Iogo(—v’jTh)

J€ Vheg
constant.
This is a simplified version of Noise Constrastive EstimaiiNCE).
It is not guaranteed to produce a well-defined probabiliggribiution,
but in practice it does produce high-quality word embedsling
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Subsampling of Frequent Words Sentence Completion Task

Q1. Seeing the pictures of our old home made me feel ...and
In order to diminish the influence of more frequent words heaord in nostalgic.

the corpus is discarded with probability B. Tﬁ(sjfgj:]c;:j
i C. wistful
P(w)=1- Tw) D. conciliatory

Q2. Because the House had the votes to override a presidestta

where f (w;) is the frequency of worel; andt ~ 10~° is an empirically the President has no choice but to

determined threshold.

A. object
B. abdicate
C. abstain

D. compromise

(use model to choose which word is most likely to occur in tustext)
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Linguistic Regularities

King + Woman - Man~ Queen

More generally,

AistoBas Cisto ??

d = argma
9 &Hw+%—wH
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Capital Cities

Country and Capital Vectors Projected by PCA
2 T T T T T
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' Chinar
"Beijing
15 Russia-
Japan«
*Moscow
1L
Turkey: Ankara ~~Tokyo
05 [
Poland
0r Germany«
France’ “Warsaw
»Berlin
-05 Italy- Paris
»~Athens
Greece«
-1} Spain Roma
o "Madrid
-1.5 | Portugal ALisbon
2 I L L . L L L
~2 -1.5 -1 -0.5 0 0.5 1 15
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Word Analogy Task

Q1. evening is to morning asdinner is to .......... .

A. breakfast

B. soup
C. coffee
D. time
Q2.bowistoarrow as .......... is tdoullet
A. defend
B. lead
C. shoot
D. gun
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Word Analogies

Type of relationship ‘Word Pair 1 ‘Word Pair 2
Common capital city Athens Greece Oslo Norway
All capital cities Astana Kazakhstan Harare Zimbabwe
Currency Angola kwanza Iran rial
City-in-state Chicago Illinois Stockton California
Man-Woman brother sister grandson | granddaughter
Adjective to adverb apparent apparently rapid rapidly
Opposite possibly impossibly ethical unethical
Comparative great greater tough tougher
Superlative easy easiest lucky luckiest
Present Participle think thinking read reading
Nationality adjective || Switzerland Swiss Cambodia | Cambodian
Past tense walking walked swimming swam
Plural nouns mouse mice dollar dollars
Plural verbs work works speak speaks
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Word Relationships

Relationship

Example 1

Example 2

Example 3

France - Paris
big - bigger
Miami - Florida
Einstein - scientist
Sarkozy - France
copper - Cu
Berlusconi - Silvio
Microsoft - Windows
Microsoft - Ballmer
Japan - sushi

Italy: Rome
small: larger
Baltimore: Maryland
Messi: midfielder
Berlusconi: Italy
zinc: Zn
Sarkozy: Nicolas
Google: Android
Google: Yahoo
Germany: bratwurst

Japan: Tokyo
cold: colder
Dallas: Texas
Mozart: violinist
Merkel: Germany
gold: Au
Putin: Medvedev
IBM: Linux
IBM: McNealy
France: tapas

Florida: Tallahassee
quick: quicker
Kona: Hawaii

Picasso: painter
Koizumi: Japan
uranium: plutonium
Obama: Barack
Apple: iPhone
Apple: Jobs
USA: pizza
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Neural Translation

= (La, croissance, économique, s'est, ralentie, ces, derniéres, années, .)

%

e = (Economic, growth, has, slowed, down, in, recent, years, .)
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Multi-Modal Skip-Gram

The skip-gram model can be augmented using visual feattossifnages
labeled with words from the corpus. We first extract mearvatiinsu
for each word from the highest (fully connected) layers ofdNOmodel
like AlexNet. The objective function then becomes

log prok(W.r[Wt)
—c<r<c,r#0

-
Z Eiing + Eimage), Where Ejing =

—||H

if w; does not occur in ImageNet

Eimage= { max0,y — CO Uy , Vi ) +COS Uy ,Vj)), Otherwise
jEWneg

This encourages things that look similar to have closeresprtations.
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Bidirectional Recurrent Encoder

W,

: (Economic, growth, has, slowed, down, in, recent, year
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Attention Mechanism

(La, croissance, économique, s'est, ralentie, ces, derniéres, anné
] L] || || || | ]
|| ||

‘.\.N‘f\" Attention
.-'--7\/” weight z a/: 1

( 1) ~— \.\_
( >’,‘ mw . ! ; ‘

il

e= (Economlc growth has slowed down m recent years )
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Captioning, with Attention

f=(a, man, is, jumping, into, a, lake, .)
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Google Neural Machine Translation

S TE e R
*. * 4

el
Encoder LSTMs ; *
] ) 275 Vi

gy 3
" Dgtoder LSTMs .« _
GPUB GPUB
8ilayers
GPU3 A
GPU2 f GPU3
: ——> Attention
GPU2 | \ GPU2
GPUL GPUL
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