ABSTRACT
We consider the problem of fair allocation of indivisible items under negative additive valuations, where fairness is measured by the proportionality up to any item (PROPX). The compatibility of PROPX with economic efficiency concepts such as Pareto optimality was raised as a research problem by Moulin (2019), but it is still poorly understood. In this work, we investigate the conditions under which allocations that are both efficient and PROPX exist and provide new insights and algorithmic results.

KEYWORDS
Fair Division, PROPX, Pareto Optimal

1 INTRODUCTION
Fair division is a fundamental problem in multi-agent systems that involves the allocation of a set of items (goods or chores) among self-interested agents [28]. The formal study of fair allocation is initiated by Steinhaus [31] under the context of the proportional allocation of land. An allocation is regarded as proportionally fair (PROP) if every agent’s utility is at least 1/n fraction of the utility when all items are allocated to her, where n is the number of agents. A stronger fairness concept is envy-freeness (EF) [17] which requires every agent prefers her own allocated items to the items allocated to any other agent. When items are indivisible, proportionality and envy-freeness are hard to achieve and recent works have been dedicated to studying the extent to which their relaxed versions can be satisfied. Among various ways to relax the fairness requirements, “up to one item” (denoted by PROP1 and EF1) and “up to any item” (denoted by PROPX and EFX) are widely accepted, which require the fairness requirement to be satisfiable if some or any item is removed. For both goods and chores, PROP1 and EF1 are easy to satisfy [7, 15, 27], but the existence of EFX allocations is still unknown. It is shown by Aziz et al. [7] that a PROPX allocation may not exist for goods. In contrast, for chores, a PROPX allocation always exists even when the agents are asymmetric [26, 29]. Whether or not a certain fairness property is compatible with economic efficiency is of critical importance to its merit. The most common formulation of efficiency is the Pareto optimality (PO), which requires that no alternative allocation can make an agent better off without making anyone worse off. A stronger version of PO is the fractional Pareto optimality (fPO) where the requirement is tightened to “no alternative fractional allocation”. It is known that for goods, both PROP1 and EF1 can be satisfied together with PO [14, 15]. For chores, PROP1 and fPO are still compatible as shown by Aziz et al. [7], however, the compatibility between PROPX and fPO on the one hand, and between EF1 and PO on the other hand, are both poorly understood. The former appears as an open question in the survey paper of Moulin [29]:

Can we always divide the bads efficiently and meet FSX (an alias for PROPX)?

Very recently, there are some progresses on the compatibility of EF1 and PO. It is shown by Ebadian et al. [16] and Garg et al. [19] respectively that when agents have bi-valued valuations, an EF1 and PO allocation exists and can be found in polynomial time. We quote the following argument from [19] regarding the allocation of chores:

Settling the existence of EF1+PO allocations (and developing algorithms for computing them) has turned out to be a challenging open problem.

In contrast to the existence of EF1+PO allocation under bi-valued valuations, nothing is known regarding the compatibility of PROPX and PO prior to our work. In summary, we aim at understanding the compatibility of PROPX with PO or its weaker or stronger versions. We allow the agents to have asymmetric weights that indicate the proportion of the burdens put on them.

1.1 Our Contributions
Similar to EFX [14, 30], the definition of PROPX has two versions. The weaker version requires the removed item brings non-zero utility to the agent, and the stronger version does not have this
requirement. To distinguish the two definitions, we continue to denote the weaker version by PROPX but the stronger version by PROPX∗. We first show that PROPX∗ and PO are not compatible for any number of agents with additive valuations. Then we focus on the problem of PROPX and PO.

Secondly, we show that existing algorithms for computing PROPX allocations do not additionally satisfy PO. Moreover, a Pareto improvement over a PROXP allocation may not be PROPX any more. In fact, if we start from an arbitrary PROPX allocation, it can be the case that neither the allocation is PO nor any of its Pareto improvements is PROPX. However, we identify some conditions under which the Pareto improvements preserve the property of PROPX.

Thirdly, we show that PROPX and PO are incompatible even for two agents with the same weight. This result contrasts with the one by Aziz et al. [7] who showed that PO is compatible with PROP1. On the positive side, we show that for any number of agents who may have asymmetric weights, PROPX is compatible with SD-efficiency. SD stands for stochastic dominance, a partial ordering relation of subsets of chores that only depends upon the ordinal preferences of a given agent. SD-efficiency is then weaker than PO that depends upon the agents’ cardinal utilities. Furthermore, an allocation that is both PROPX and SD-efficient can be computed in polynomial time.

Finally, we prove that in the following cases a PROPX and PO allocation exists: (1) two agents with any additive valuations and symmetric weights, (2) any number of agents with lexicographic or bi-valued valuations, even if agents may have asymmetric weights. The instances when agents have lexicographic valuations have been widely considered in the literature [5, 11, 21, 22]. The case when agents have bi-valued utility functions [1] is also one of the most well studied restricted cases of the fair division problem. Our result aligns with [16, 19] which show the compatibility of EF1 and PO under bi-valued valuations. As justified therein, the study of bi-valued valuations is of practical interest, since reporting exact numerical utilities can be cumbersome for agents in many real-world scenarios.

1.2 Related Work
Fair and efficient allocation of indivisible items has attracted significant effort from both fields of computer science and economics. For some recent overviews, we refer to the surveys of Moulin [29], Aziz [8] and Walsh [32]. When the items are goods, it is shown by Caragiannis et al. [14] that the allocation that maximizes Nash social welfare is EF1 and PO. However, the computation of Nash social welfare maximizers may need exponential time. Later, Barman et al. [10] showed that an EF1 and PO allocation can be computed in pseudo-polynomial time. Conitzer et al. [15] proved the existence of a PROP1 and PO allocation, and Barman and Krishnamurthy [9] designed the first polynomial-time algorithm to compute such an allocation. When the item are chores, Brânzei and Sandomirskiy [12] showed that a PROP1 and PO allocation exists even when the agents have asymmetric weights and such an allocation can be computed in polynomial time if the number of agents or items is constant. Recently, Aziz et al. [7] designed a strongly polynomial-time algorithm to compute a PROP1 and PO allocation. Moreover, their results holds even if the agents have asymmetric weights and the items are mixture of goods and chores.

The works most closely related to ours are that of Moulin [29] and Li et al. [26]. Although it is shown by Aziz et al. [7] that a PROPX allocation may not exist for goods, Moulin [29] proved the existence of PROPX allocations for chores under the alias of FSX (fair share up to all items). Li et al. [26] also studied the existence and computation of PROPX allocations for chores while allowing for asymmetric weights. They present several results including two algorithms for PROPX. Unlike us, they do not additionally consider efficiency concepts such as Pareto optimality. Although the algorithm of Aziz et al. [7] ensures PROP1 and PO, it does not achieve the stronger property PROPX.

Besides the “up to one item” and “up to any item” relaxations, maximin share (MMS) fairness is another widely studied relaxation of proportionality, which is proposed by [13]. It is shown by Kurokawa et al. [25] and Aziz et al. [4] respectively that an MMS allocation may not exist for goods and chores. Thereafter, many approximation algorithms have been proposed (see, e.g., [4, 18, 23, 25]). Note that given any approximate MMS allocation, a Pareto improvement preserves the approximation ratio of MMS, and thus the compatibility of approximate MMS and PO is settled. However, whether there exist polynomial time algorithms to compute such allocations remains largely open.

2 PRELIMINARIES
We consider the allocation of m indivisible chores in set O to n (asymmetric) agents in set N, where each agent i ∈ N has a weight b_i > 0 and \( \sum_{i \in N} b_i = 1 \). If b_1 = \cdots = b_n = \frac{1}{n}, the agents are called symmetric. Each agent’s utility function is denoted by u_i : \mathcal{S} \to \mathbb{R}^+ \cup \{0\}. Let u_i(o) = u_i(\{o\}) be agent i’s utility for receiving the whole item o. In this work, we assume the utility functions are additive, i.e., for any S \subseteq O, u_i(S) = \sum_{o \in S} u_i(o). In case we meet fractional allocations, let u_i(x_i) = \sum_{o \in O} u_i(o)x_{i,o}.

Each item is allocated to a single agent, and we call the allocation integral or simply an allocation. We typically denote an integral allocation by X = (X_1, \ldots, X_n) where X_i denotes the allocated set of items to agent i. If some item is allocated to more than one agent, the allocation is called fractional and is denoted by x = (x_1, \ldots, x_n) where x_i = (x_{i,1}, \ldots, x_{i,m}) is the allocation of agent i and 0 \leq x_{i,o} \leq 1 is the fraction of item o given to agent i. Note that it is required that \( \sum_{o \in O} x_{i,o} = 1 \) for all item o \in O. A fractional allocation y Pareto improves a fractional allocation x if u_i(y_i) \geq u_i(x_i) for all i \in N and for some i the inequality is strict. We will call an allocation Pareto optimal (PO), if no integral allocation Pareto improves it. An allocation that cannot be Pareto improved by any fractional allocation is called fractional Pareto optimal (FPO). Clearly, an FPO allocation is PO as well.

2.1 Fairness Concepts
Next, we present our main fairness concepts. An allocation X is proportional (PROP) if for each agent i \in N, u_i(X_i) \geq u_i(O) \cdot b_i.

It is not hard to see that a PROP allocation may not exist even when there are two agents and a single item. Thus we consider the following relaxations.
Definition 2.1 (PROPX and PROP1). Given a chore allocation instance, an allocation \( X_1 = (X_1, \cdots, X_n) \) is proportional up to any item (PROP) if for each agent \( i \in N \),
\[
\forall o \in X_i \text{ s.t., } u_i(o) < 0, \quad u_i(X_i \setminus \{o\}) \geq u_i(O) \cdot b_i.
\]
The allocation \( X \) is proportional up to one item (PROP1) if for each agent \( i \in N \),
\[
\exists o \in X_i, \quad u_i(X_i \setminus \{o\}) \geq u_i(O) \cdot b_i.
\]

Similar to EFX [14, 30], the definition of PROPX has two versions and we have the weaker version in Equation (1) which requires that the removed item makes non-zero utility. A stronger version, denoted by PROPX*, is to drop the requirement of non-zero utility, i.e.,
\[
\forall o \in X_i, \quad u_i(X_i \setminus \{o\}) \geq u_i(O) \cdot b_i.
\]
Next we show that PROPX* and PO are not compatible.

Proposition 2.2. PROPX* and PO are not compatible for any number of agents with additive valuations.

Proof. Consider the following instance with \( n \geq 2 \) agents and \( m = n + 1 \) items. Let \( 0 < \epsilon < \frac{1}{n} \).

<table>
<thead>
<tr>
<th>( o_1 )</th>
<th>( o_2 )</th>
<th>\cdots</th>
<th>( o_n )</th>
<th>( o_{n+1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>(-\epsilon)</td>
<td>( \ldots )</td>
<td>(-\epsilon)</td>
</tr>
<tr>
<td>2</td>
<td>(-\epsilon)</td>
<td>0</td>
<td>( \ldots )</td>
<td>(-\epsilon)</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\ddots</td>
<td>\vdots</td>
</tr>
<tr>
<td>( n )</td>
<td>(-\epsilon)</td>
<td>(-\epsilon)</td>
<td>( \ldots )</td>
<td>0</td>
</tr>
</tbody>
</table>

Note that in this instance, any PO allocation must allocate item \( i \) to agent \( i \), for all \( i = 1, \ldots, n \). Otherwise reallocating item \( i \) from its owner to agent \( i \) does not hurt anyone but strictly increases the original owner’s utility. However, in such allocations, the agent who receives item \( n + 1 \) does not satisfy \( \text{PROPX}^* \), since by removing the item with utility 0, the remaining utility is \((n-1)\epsilon - 1 < \frac{1}{n}\). □

Thus in the following of this work, we only focus on the weaker definition of \( \text{PROPX} \) as defined in Equation (1). Moreover, we always assume \( u_i(o) \neq 0 \) for all \( i \in N \) and \( o \in O \). This is without loss of generality since if some agent has zero utility for an item, we can assign the item to this agent without incurring any additional load. Under this assumption, \( \text{PROPX} \) and \( \text{PROPX}^* \) do not make any difference.

2.2 Relation between EFX and PROPX

Before investigating the compatibility of \( \text{PROPX} \) and PO, we explore the relations between \( \text{PROPX} \) and the EFX property that is based on a relaxation of envy-freeness. An allocation \( X \) is envy-free (EF) if for any agents \( i, j \in N \), we have \( u_i(X_j) \geq (b_i/b_j) \cdot u_i(X_j) \). An allocation \( X \) is EFX if for any agents \( i, j \in N \),
\[
\forall o \in X_i, \quad u_i(X_i \setminus \{o\}) \geq \frac{b_i}{b_j} \cdot u_i(X_j).
\]

Next, we show that EFX implies \( \text{PROPX} \) even for asymmetric weights. The proof of the following proposition is included in the appendix. The statement contrasts with the fact that EFX does not imply \( \text{PROPX} \) for the case of goods (see, e.g., [7, 20]).

Proposition 2.3. Any EFX allocation of chores is also \( \text{PROPX} \) for agents with asymmetric weights.

For \( n = 2 \), it is known that \( \text{PROP1} \) and \( \text{EF1} \) are equivalent [6]. Interestingly, for \( n = 2 \), \( \text{PROPX} \) and \( \text{EFX} \) are not equivalent.

Proposition 2.4. A \( \text{PROPX} \) allocation may not be \( \text{EFX} \) even for two agents with equal weights.

Proof. Consider the following instance with a \( \text{PROPX} \) allocation shown in squares, i.e., \( X_1 = \{o_1, o_2\} \) and \( X_2 = \{o_3\} \).

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2</td>
<td>-4</td>
</tr>
<tr>
<td>-5</td>
<td>-1</td>
</tr>
</tbody>
</table>

However, by removing item \( o_1 \) from \( X_1 \), we have
\[
\begin{align*}
  u_1(X_1 \setminus \{o_1\}) &= -4 < u_1(X_2) = -3,
\end{align*}
\]

which means this allocation is not EFX to agent 1. □

3 CHALLENGES

Before presenting our algorithmic results, we first discuss the challenges existing algorithm faces, and some failed attempts.

3.1 Lack of PO of Existing Algorithms

Li et al. [26] proved that a \( \text{PROPX} \) allocation always exists for chore allocation and can be computed in polynomial time even for agents with asymmetric weights. We present a self-contained specification of algorithm that captures the essential features of the Bid-and-Take algorithm of Li et al. [26] and the algorithm of Moulin [29]. The algorithms are identical because they adhere to the following guidelines: (1) items are allocated from lowest to highest utility; (2) each item is allocated to the agent that has the highest utility for it; (3) each agent is turned off when her utility becomes smaller than her share. We will show further results of these algorithms so it is useful to a formal specification in our notation. In particular, we show that the algorithm may not return a Pareto optimal allocation. For completeness, we prove the following proposition in the appendix.

Proposition 3.1. For chores, Algorithm 1 terminates, and allocates all the items, and returns a \( \text{PROPX} \) allocation.

We now show that Algorithm 1 does not guarantee PO even for three symmetric agents by providing a counter example.

Example 3.2 (Algorithm 1 does not guarantee PO). Consider an instance with three agents \( N = \{1, 2, 3\} \) and four items \( O = \{o_1, o_2, o_3, o_4\} \) at the beginning as per the algorithm. The utilities are shown in the following table.

<table>
<thead>
<tr>
<th></th>
<th>( o_1 )</th>
<th>( o_2 )</th>
<th>( o_3 )</th>
<th>( o_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(-0.2)</td>
<td>(-0.2)</td>
<td>(-0.15)</td>
<td>(-0.45)</td>
</tr>
<tr>
<td>2</td>
<td>(-0.3)</td>
<td>(-0.25)</td>
<td>(-0.3)</td>
<td>(-0.15)</td>
</tr>
<tr>
<td>3</td>
<td>(-0.3)</td>
<td>(-0.3)</td>
<td>(-0.35)</td>
<td>(-0.05)</td>
</tr>
</tbody>
</table>

The allocation \( X \) returned by Algorithm 1 is shown in the squares. However, agents 1 and 2 can exchange items \( o_2 \) and \( o_3 \) to get an allocation \( X' \), where \( u_1(X'_1) = u_1(o_1, o_3) = -0.35 > -0.4 = u_1(X_1) \) and \( u_2(X'_2) = u_2(o_2) = -0.25 > -0.3 = u_2(X_2) \). Hence \( X' \) Pareto dominates \( X \) and \( X \) is not PO.
Li et al. [26] also presented Top-trading Envy Cycle Elimination algorithm to find PROPX allocations for symmetric agents. However, this cannot ensure PO as well, and we provide a detailed discussion in the appendix.

3.2 The Failure of Pareto Improvement

To find an allocation that is both PROPX and PO, a naive approach would be that Pareto improvements can preserve PROPX. However, there are several challenges. First, checking whether a given allocation is PO or not is weakly coNP-complete, even for \( n = 2 \) with identical weights.

**Proposition 3.3.** Under additive negative utilities, testing whether a given allocation is PO or not is weakly coNP-complete, even for \( n = 2 \) with identical weights.

**Proof.** The proof is an adaptation of a similar result by Aziz et al. [5] for positive utilities. First, given an allocation \( X = (X_1, \ldots, X_n) \), testing whether \( X \) is PO in coNP since for any allocation \( X' \) one can test whether \( X \) is Pareto dominated by \( X' \) in linear time by comparing every agent’s utility under the two allocations.

Next, we design a polynomial-time reduction from PARTITION problem, which is a well known NP-complete problem [24]. An instance of PARTITION is described by a set of \( t \) elements \( E = \{e_1, \ldots, e_t\} \) where each \( e_i \in E \) has integer weight \( w(e_i) \) such that \( \sum_{e_i \in E} w(e_i) = 2M \). The question is to decide whether there is a balanced partition of \( E \) i.e., \( S \subseteq E \) such that \( \sum_{e_i \in S} w(e_i) = \sum_{e_i \in E \setminus S} w(e_i) = M \). Given any PARTITION instance we construct a fair allocation instance with \( t + 1 \) items \( \{o^*, o_1, \ldots, o_t\} \) and two agents \( \{1, 2\} \). Agent 1’s utility function is: \( u_1(o^*) = -M \) and \( u_1(o_i) = -w(e_i) \) for all \( i \in \{1, \ldots, t\} \). Agent 2’s utility function is: \( u_2(o^*) = -M + \epsilon > 0 \), \( u_2(o_1) = -w(e_1) \) for all \( i \in \{1, \ldots, t\} \). Consider allocation \( X \) with \( X_1 = \{o^*\} \) and \( X_2 = O \setminus \{o^*\} \). Then \( X \) is PO if and only if there is a balanced partition of \( E \).

The second difficulty is that given an arbitrary PROPX allocation \( X \) which is not PO, any Pareto improvement of \( X \) makes \( X \) not PROPX, as shown by the following example.

**Example 3.4.** Consider an instance with four items and two agents with utilities shown in the following table.

<table>
<thead>
<tr>
<th>( o_1 )</th>
<th>( o_2 )</th>
<th>( o_3 )</th>
<th>( o_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.32</td>
<td>-0.27</td>
<td>-0.11</td>
</tr>
<tr>
<td>2</td>
<td>-0.13</td>
<td>-0.05</td>
<td>-0.38</td>
</tr>
</tbody>
</table>

The allocation \( X \) shown in squares, i.e., \( X_1 = (o_2, o_3) \) and \( X_2 = (o_1, o_4) \), is PROPX but is not PO because it is Pareto dominated by allocation \( X' \) as shown in the following table, i.e., \( X'_1 = (o_4) \) and \( X'_2 = (o_1, o_2, o_3) \). Allocation \( X' \) is not PROPX since \( u_2(X'_2 \setminus \{o_2\}) = -0.51 < -0.5 \).

Actually, \( X' \) is the only allocation that Pareto dominates \( X \). Suppose any allocation \( Y \) that Pareto dominates \( X \). Agent 1’s utility can be increased by either giving one of her item to agent 2 without receiving any other item, or giving out both \( o_2 \) and \( o_3 \) in exchange for either \( o_1 \) or \( o_4 \) with a total higher utility. The first case is not acceptable since it strictly decreases agent 2’s utility. For the second case, if agent 1 gets \( o_1 \), then \( o_2, o_3 \) and \( o_4 \) are assigned to agent 2 which decreases her utility since

\[
\begin{align*}
   u_2(Y_2) = u_2((o_2, o_3, o_4)) = -0.87 < -0.57 = u_2(X_2).
\end{align*}
\]

Then the only option is that agent 1 gets \( o_4 \), with

\[
\begin{align*}
   u_1(Y_1) = u_1((o_4)) = -0.3 > u_1(X_1), \quad \text{and} \quad u_2(Y_2) = u_2((o_1, o_2, o_3)) = -0.56 > u_2(X_2).
\end{align*}
\]

Hence \( X' \) is the only allocation that Pareto dominates \( X \). Therefore, for the allocation \( X \), there does not exist a Pareto improvement over it that preserves PROPX.

Next, we identify a condition under which Pareto improvements over a PROPX allocation preserves PROPX. We proved the following lemma in the appendix.

**Lemma 3.5.** Consider a PROPX allocation \( X \) such that there is a Pareto improvement \( Y \) over \( X \) such that

\[
\forall i \in N: \max_{o_i} u_i(o) = \max_{o_i'} u_i(o')
\]

Then \( Y \) is PROPX.

4 PROXP AND VARIANTS OF PO

In this section, we consider IPO and SD-efficiency which are stronger and weaker versions of PO, respectively.

4.1 PROXP and fPO

It is shown by Aziz et al. [7] that an IPO and PROPI allocation exists for chores. In contrast, we show that PROXP and fPO are not compatible any more.

**Proposition 4.1.** There may not exist any PROXP and fPO allocation even for 2 agents.

**Proof.** Consider an instance with 2 agents and 3 items. The utilities are shown in the following table.

<table>
<thead>
<tr>
<th>( o_1 )</th>
<th>( o_2 )</th>
<th>( o_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.1</td>
<td>-0.7</td>
</tr>
<tr>
<td>2</td>
<td>-0.2</td>
<td>-0.7</td>
</tr>
</tbody>
</table>
In the above instance, it is straightforward that any PROXP allocation cannot allocate all items to a single agent. By the characterization of fPO allocations for 2 agents [2], there are two fPO integral allocations, both of which allocate \( o_1 \) to agent 1 and \( o_2 \) to agent 2. However, neither of the two allocations is PROXP because the agent who receives item \( o_2 \) has utility \(-0.7\) after removing the item with maximum utility.

The proof of Proposition 4.1 also shows that no rounding of an fPO and PROX fractional allocation ensures PROXP.

### 4.2 PROXP and SD-efficiency

Next, we consider SD-efficiency which is an ordinal notion of efficiency and is weaker than PO. Given two allocations \( X \) and \( Y \), we say that agent \( i \) SD prefers allocation \( X_i \) to allocation \( Y_i \) (denoted by \( X_i \succeq^i \) \( Y_i \)) if for all \( o \in O \),

\[
|\{o' \in X_i \mid u_i(o') \leq u_i(o)\}| \leq \{|\{o' \in Y_i \mid u_i(o') \leq u_i(o)\}|
\]

Lemma 4.2.

Denote \( X_i >^i \) \( Y_i \) if \( X_i \succeq^i \) \( Y_i \) but not \( Y_i \succeq^i \) \( X_i \). An allocation \( X \) is SD-efficient if there is no other allocation \( Y \) such that \( Y_i \succeq^i \) \( X_i \) for all \( i \in N \) and \( Y_i >^i \) \( X_i \) some \( i \).

Given an allocation \( X \), we can build a trading graph \( G(X) = (V(X), E(X)) \). In \( G(X) \), the set of vertices \( V(X) \) contains one vertex per item in \( O \). Furthermore, for any two vertices \( o \) and \( o' \), there is a directed edge from \( o \) to \( o' \) if \( u_i(o') \geq u_i(o) \), where \( i \) is the agent who receives item \( o \) in \( X \). If \( u_i(o') > u_i(o) \), the edge is called strict.

We say that \( G(X) \) admits a Pareto trading cycle \( C \) if there is a cycle \( C \) in \( G(X) \) that contains at least one strict edge. We say that allocation \( Y \) is a result of resolving trading cycle \( C \) if for each edge \( (o, o') \in C \) with \( o \in X_i \), it holds that \( Y_i = (X_i \setminus \{o\}) \cup \{o'\} \). Note that given an allocation, the construction of \( G(X) \) and finding a cycle therein can be done in polynomial time.

**Remark.** We have identified two conditions (Lemmas 3.5 and 4.4) that preserve PROXP under Pareto improvements. In the appendix, we show that it is not guaranteed that a PROXP and PO allocation can be reached by Pareto improving any given PROXP allocation as per Lemmas 3.5 and 4.4 even if such an allocation exists.

### 5 PROXP AND PO IN RESTRICTED CASES

In this section, we show that a PROXP and PO allocation always exists for the case of two agents. We further identify some natural classes of utilities under which a PROXP and PO allocation can be computed in polynomial time.

#### 5.1 Two Agents

For the case of 2 agents, we show that a PROXP and PO is guaranteed to exist, if they have symmetric weights. Actually we prove a stronger statement that there exists an EFX and PO allocation for two symmetric agents. Since PROXP is implied by EFX, the result follows.

**Proposition 5.1.** For 2 symmetric agents, there exists an EFX and PO allocation.

**Proof.** We normalize the utilities of the two agents \( (1,2) \) so that \( u_1(O) = u_2(O) = -1 \). Let \( (X_1, X_2) \) be the leximin allocation. In other words, among all allocations that maximize \( \min\{u_1(X_1), u_2(X_2)\} \), \( (X_1, X_2) \) has the maximum value of \( \max\{u_1(X_1), u_2(X_2)\} \). In the following we show that \( (X_1, X_2) \) is EFX and PO.

The Pareto optimality follows straightforwardly from the fact that the allocation that Pareto improves \( (X_1, X_2) \) must have a higher lexicographical order, which contradicts with \( (X_1, X_2) \) being Leximin allocation. Next, we argue that the allocation is EFX. If the allocation is PROXP, e.g., both agents \( i \in \{1,2\} \) have \( u_i(X_i) \geq -0.5 \), then it is clearly EFX because \( u_i(X_j) = -1 - u_i(X_i) \leq -0.5 \) for \( j \neq i \). Now suppose that the allocation is not PROXP. In other words, there is an agent, say agent 1, that has \( u_1(X_1) < -0.5 \). It follows that \( u_1(X_2) = -1 - u_1(X_1) > -0.5 \).

We claim that we have \( u_2(X_2) > -0.5 \). Because otherwise \( u_2(X_2) \geq -0.5 \), and thus swapping the two bundles \( X_1, X_2 \) gives a PROXP allocation, which has \( \min\{u_1(X_1), u_2(X_2)\} \leq -0.5 \) and contradicts with \( (X_1, X_2) \) being Leximin. Therefore agent 2 does not envy agent 1, and the allocation is EFX to agent 1.

Next we prove that the allocation is also EFX to agent 1. That is, for any \( o \in X_1 \) such that \( u_1(o) < 0 \), we have \( u_1(X_1 \setminus \{o\}) \geq u_1(X_2) \). Suppose otherwise, e.g., \( u_1(X_1 \setminus \{o\}) < u_1(X_2) \). Then we have \( u_1(X_1) < u_1(X_2 \cup \{o\}) \). In other words, both \( X_1 \setminus \{o\} \) and \( X_2 \cup \{o\} \) offer a better utility to agent 1, compared to \( X_1 \). Now suppose we let agent 2 picks her preferred bundle between \( X_1 \setminus \{o\} \) and \( X_2 \cup \{o\} \), and assign the remaining one to agent 1. Then the utility of agent 2 is at least \(-0.5\) while the utility of agent 1 is strictly larger than \( u_1(X_1) \), which contradicts with \( (X_1, X_2) \) being the Leximin allocation.

The above result immediately implies the following.

**Corollary 5.2.** For 2 symmetric agents, there exists a PROXP and PO allocation.
Note that when agents have asymmetric weights, the Leximin allocation (which is PO) might not be PROPX due to the following instance.

Example 5.3. Consider the following instance with 2 agents with asymmetric weights $b_1 = 0.7$ and $b_2 = 0.3$.

<table>
<thead>
<tr>
<th></th>
<th>$o_1$</th>
<th>$o_2$</th>
<th>$o_3$</th>
<th>$o_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.79</td>
<td>-0.18</td>
<td>-0.01</td>
<td>-0.02</td>
</tr>
<tr>
<td>2</td>
<td>-0.58</td>
<td>-0.39</td>
<td>-0.02</td>
<td>-0.01</td>
</tr>
</tbody>
</table>

The only allocation (which is the Leximin allocation) that maximizes $\min\{u_1(X_1) + b_1, u_2(X_2) + b_2\}$ has $X_1 = \{o_1, o_2\}$ and $X_2 = \{o_2, o_4\}$. Unfortunately, this allocation is not PROPX.

Our result (Proposition 5.1) complements that of [30], who showed that for positive utilities and symmetric weights, the leximin is EFX and PO. Since the computation of Leximin allocation is NP-hard, our result only shows the existence of PROPX and PO allocations for two symmetric agents. A natural open question is whether there exist polynomial-time algorithms for the computation of such allocations.

One may also wonder whether the Leximin allocation is PROPX and PO for $n \geq 3$ agents. Unfortunately, via the following example we show that even for three symmetric agents, no Leximin allocation is PROPX and PO.

Example 5.4. Consider the following instance.

<table>
<thead>
<tr>
<th></th>
<th>$o_1$</th>
<th>$o_2$</th>
<th>$o_3$</th>
<th>$o_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.34</td>
<td>-0.05</td>
<td>-0.31</td>
<td>-0.3</td>
</tr>
<tr>
<td>2</td>
<td>-0.4</td>
<td>-0.4</td>
<td>-0.09</td>
<td>-0.11</td>
</tr>
<tr>
<td>3</td>
<td>-0.4</td>
<td>-0.4</td>
<td>-0.11</td>
<td>-0.09</td>
</tr>
</tbody>
</table>

To maximize the minimum utility, the Leximin allocation has to assign items $o_1, o_2$ to agent 1. Thus the unique Leximin allocation assigns the items as we indicated using the rectangles. However, this allocation is not PROPX since $u_1(X_1 \setminus \{o_2\}) = u_1(o_1) = -0.34 < -1/3$.

5.2 Restricted Utility Functions

In this section we show that for the cases when agents have lexicographic utilities, or bi-valued utilities, PROPX and PO allocations always exist and can be computed efficiently.

Definition 5.5 (Lexicographic Utilities). We say that utility function $u$ is lexicographic if there is a partition $(L_1, \ldots, L_k)$ of the items $O$ such that

1. $\forall i \in [k]$ and $o, o' \in L_i$, we have $u(o) = u(o')$, and
2. $\forall i \in [k]$ and $o \in L_i$, we have $u(o) < u(\bigcup_{j=i+1}^k L_j)$.

Under lexicographic utilities, we say that an agent prefers item $o'$ to item $o$ if there exist $i < j$ such that $o \in L_i$ and $o' \in L_j$. In other words, the agent hates each chore more than all more preferred chores combined.

Definition 5.6 (Bi-valued Utilities). We say that utility function $u$ is bi-valued if there exist constants $0 > \alpha > \beta$ such that $u(o) \in \{\alpha, \beta\}$ for all $o \in O$.

For instances with lexicographic or bi-valued utilities, the following lemmas have been established for efficient checking of whether an allocation is PO or not.

Lemma 5.7 (Aziz et al. [5]; Ebadian et al. [16]). An allocation $X$ is not PO with respect to lexicographic preferences if and only if there exists a cycle in $G(X)$ which contains at least one edge corresponding to a strict preference.

Lemma 5.8 (Ebadian et al. [16]). An allocation $X$ is not PO with respect to bi-valued preferences if and only if there exists a cycle in $G(X)$ which contains at least one edge corresponding to a strict preference.

Utilizing these results, we show that there exists efficient algorithms for the computation of PROPX and PO allocation for instances when agents have lexicographic or bi-valued utilities, even if they have asymmetric weights.

Proposition 5.9. For lexicographic utilities, there exists a polynomial-time algorithm that computes an allocation that is both PROPX and PO even for asymmetric weights.

Proof. We first use any existing polynomial-time algorithm to compute a PROPX allocation for a group of agents with asymmetric utilities. For the computation of PO, we can check in $O(nm)$ time whether the allocation is PO or not by constructing $G(X)$ and checking whether there is a cycle in $G(X)$ which contains at least one edge corresponding to a strict preference. The proof follows from Lemma 5.7. By Lemma 4.2, there can be at most $nm$ such Pareto improvements until the process terminates with an allocation that is both PROPX and PO. □

The proof of the following proposition is identical to that of Proposition 5.9 except that we use Lemma 5.8 instead of Lemma 5.7, and hence is omitted.

Proposition 5.10. For bi-valued utilities, there exists a polynomial-time algorithm that computes an allocation that is both PROPX and PO even for asymmetric weights.

6 CONCLUSION AND OPEN PROBLEMS

In this work, we studied the compatibility of PROPX and Pareto optimality. As we have seen, in contrast to PROP1, the issue for PROPX poses considerably different challenges. Our study raises several questions. For example,

- Does there always exist a PROPX and PO allocation for general additive valuations?
- What is the complexity of computing an allocation that is both PROPX and PO?
- What is the complexity of computing an allocation that is PO among all PROPX allocations (i.e., not Pareto dominated by any PROPX allocation)?
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APPENDIX

A PROOF OF PROPOSITION 2.3

Proof of Proposition 2.3. Suppose the allocation $X = (X_1, \ldots, X_n)$ is EFX. For any fixed agent $i \in N$, let $o$ be a lightest chore to agent $i$, i.e., $o = \arg \max_{X_i} u_i(o)$. By EFX, for any $j$,

$$b_j \cdot u_i(X_j \setminus \{o\}) \geq b_i \cdot u_i(X_j).$$

Summing the above inequality over all $j$ gives us

$$u_i(X_i \setminus \{o\}) = u_i(X_i \setminus \{o\}) \cdot \sum_{j \in N} b_j \geq b_i \cdot \sum_{j \in N} u_i(X_j) = b_i \cdot u_i(O),$$

which implies that $X$ is PROPX.

B PROOF OF PROPOSITION 3.1

Proof of Proposition 3.1. We prove by induction over the number of agents that if a fractional allocation satisfying PROP exists, then Algorithm 1 returns a PROPX allocation. The base case for $n = 1$ is trivial. Suppose we know that a PROPX allocation exists for any $1 \leq k' \leq k$ and Algorithm 1 computes such an allocation. We now assume the induction hypothesis for $k' \leq n - 1$ and prove the statement for $n$ agents.

We run the algorithm on the $n$ agents who are to be allocated items from set $O'$. If no agent is removed and all the agents are allocated, then each agent has PROP guarantee. Otherwise, we consider the first agent who is removed from $N'$. Suppose the agent is agent $i$. When agent $i$ is removed, $u(x_i) < -b_i$. Note the last item added to $X_i$ is the smallest chore for agent $i$. If we remove this chore, the utility of agent $i$ is more than $-b_i$. Hence, if we remove any chore from $X_i$, the utility of agent $i$ is more than $-b_i$. Hence the bundle of $i$ provides a PROPX guarantee.

For each item $o \in X_i$ and $j \in N' \setminus \{i\}$, $u_j(o) \leq u_i(o)$. Therefore, for each $j \in N' \setminus \{i\}$, $u_j(X_i) \leq b_1(u_j(O'))$. It implies that $u_j(O' \setminus X_i) \geq (1 - b_1)(u_j(O'))$. Therefore, $b_j \cdot u_j(O' \setminus X_i) \geq b_j u_j(O')$. Hence by getting $b_j \cdot u_j(O' \setminus X_i)$, agent $j$ can get $b_j$ share of $O'$. In other words, a fractional allocation for the $k$ agents provides a proportional share guarantee with respect to all items and all agents. By the induction hypothesis, Algorithm 1 computes a PROPX allocation for the remaining agents.

C THE FAILURE OF TOP-TRADING ENVF

Cycle Elimination Algorithm

Li et al. [26] also presented an alternative algorithm called Top-trading Envy Cycle Elimination Algorithm that finds a PROPX outcome for the case of symmetric agents. The algorithm assumed that all agents have the same ordinal preference for all items. The algorithm is based on considering a graph where the nodes correspond to agents. An agent $i$ points to agent $j$ if $i$ is most envious of $j$. The algorithm works by assigning, at each step, an unassigned item with minimum utility to an agent who does not envy others. If the corresponding graph admits a cycle for the updated allocation, the cycle is resolved by exchanging the bundles of items (an agent in the cycle gets the bundle of the agent she points to). However,
this algorithm does not produce PO Allocations even for 2 agents with symmetric weights.

Example C.1 (Top-trading Envy Cycle Elimination Algorithm does not produce PO Allocations even for 2 agents). Consider an instance with two agents and three items. The utilities are shown in the following table. The agents have identical ordering on the items as per the restriction.

<table>
<thead>
<tr>
<th></th>
<th>o1</th>
<th>o2</th>
<th>o3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.3</td>
<td>-0.3</td>
<td>-0.4</td>
</tr>
<tr>
<td>2</td>
<td>-0.2</td>
<td>-0.4</td>
<td>-0.4</td>
</tr>
</tbody>
</table>

The top-trading envy cycle elimination algorithm returns an allocation \(X\) as shown in squares. Note that \(X\) is not Pareto optimal since it is Pareto dominated by allocation \(X'\) with \(X'_1 = \{o_2\}\) and \(X'_2 = \{o_1, o_3\}\).

D PROOF OF LEMMA 3.5

Proof of Lemma 3.5. Consider any agent \(i\). Since \(\max_{o \in X_i} u_i(o) = \max_{o \in Y_i} u_i(o)\), it follows that

\[ u_i(Y_i) - \max_{o \in Y_i} u_i(o) = u_i(Y_i) - \max_{o \in X_i} u_i(o) \]

We also know that \(u_i(Y_i) \geq u_i(X_i)\) by Pareto improvement. Since \(X\) is PROPX, \(u_i(Y_i) = \max_{o \in X_i} u_i(o) \geq b_i\). Hence,

\[ u_i(Y_i) - \max_{o \in Y_i} u_i(o) = u_i(Y_i) - \max_{o \in X_i} u_i(o) \geq b_i \]

It follows that allocation \(Y\) is PROPX to agent \(i\).

E PROOF OF LEMMA 4.2

Proof of Lemma 4.2. \(G(X)\) contains at most \(O(m^2)\) edges since there are at least \(m\) items corresponding to \(m\) vertices and each item has degree at most \(m\). For any agent \(i\) and \(o \in X_i\), let \(\delta_i(o)\) be the out-degree of \(o\) in \(G(X)\). Then the number of edges in \(G(X)\) equals \(\sum_{i \in N} \sum_{o \in X_i} \delta_i(o)\). For any agent \(i\) and item \(o \in X_i\), if \(o\) is involved in the trading cycle, denote by \(r_o\) the item following \(o\), i.e., \(o \rightarrow r_o\) is an edge in the trading cycle; if \(o\) is not involved, \(r_o = o\). Then \(\delta_i(o) \geq \delta_i(r_o)\) since the items can only be exchanged with weakly better ones. Note that since the trading cycle involves a strict edge, there exists an agent \(i'\) and an item \(o' \in X_{i'}\) such that \(\delta_{i'}(o') > \delta_{i'}(r(o'))\). Thus after resolving the trading cycle, the number of edges (i.e., \(\sum_{i \in N} \sum_{o \in X_i} \delta_i(o)\)) is strictly decreased.

F PROOF OF LEMMA 4.3

Proof of Lemma 4.3. The lemma above is well-known for the case of goods (see, e.g., [3]) and works in the same way for the case of chores. We give the argument below.

Note that when allocating goods, the SD relation is written in the following way (see, e.g., [3]). Given two allocations \(X\) and \(Y\), \(X(i) \geq^SD Y(i)\) if there is a sequence of allocations \(X(i) \geq^SD Y(i)\) to allocation \(Y(i)\) if \(\{o_k \geq^G i \mid X(i) \geq^G Y(i)\} \geq \{o_k \geq^G i \mid Y(i) \geq^G Y(i)\}\) for all \(o \in O\). We show that the two SD-domination definitions for goods and chores give rise to the same SD-efficiency concept. When \(X(i) \geq^SD Y(i)\) for all \(i \in N\), it follows that \(|X(i)| = |Y(i)|\) for all \(i \in N\) so the definitions coincide.

G PROOF OF LEMMA 4.4

Proof of Lemma 4.4. Let \(X\) be a PROPX allocation and \(Y\) be the result after resolving one trading cycle in \(G(X)\). Let the agents involved in the trading cycle \(C\) be \(N_C\). Since \(X\) is PROPX, for any \(o \in X_i\)

\[ u_i(X_i \setminus \{o\}) \geq u_i(O) \cdot b_i \]

For any \(i \in N_C\) where \(Y_i = X_i \cup \{a\} \setminus \{b\}\) and \(b \in X_i\), considering \(a \in Y_i\) gives

\[ u_i(Y_i \setminus \{a\}) = u_i(X_i \setminus \{b\}) \geq u_i(O) \cdot b_i \]

For any \(o \in Y_i \setminus \{a\}\), we have \(o \in X_i\). Since \(u_i(a) \geq u_i(b)\),

\[ u_i(Y_i \setminus \{o\}) = u_i(X_i \setminus \{b\}) - (u_i(a) - u_i(b)) \geq u_i(X_i \setminus \{o\}) \]

Hence

\[ u_i(Y_i \setminus \{o\}) \geq u_i(X_i \setminus \{o\}) \geq u_i(O) \cdot b_i \]

For any \(i \in N_C\) where \(Y_i = X_i\), we have

\[ u_i(Y_i) = u_i(X_i) \geq u_i(O) \cdot b_i \]

Therefore \(Y\) is PROPX.

H FAILURE OF COMBINATION OF LEMMAS 3.5 AND 4.4

Example H.1 (Combination of Lemmas 3.5 and 4.4 terminates before reaching a Pareto allocation). Consider an instance with two agents \([1, 2]\) and four items \([o_1, o_2, o_3, o_4]\). The utilities are shown in the following table. Consider a PROPX allocation \(X\) as shown by squares, and we Pareto improve \(X\) in a way as described in Lemmas 3.5 and 4.4.

<table>
<thead>
<tr>
<th></th>
<th>o1</th>
<th>o2</th>
<th>o3</th>
<th>o4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.1</td>
<td>-0.2</td>
<td>-0.25</td>
<td>-0.45</td>
</tr>
<tr>
<td>2</td>
<td>-0.2</td>
<td>-0.2</td>
<td>-0.4</td>
<td>-0.2</td>
</tr>
</tbody>
</table>

(1) If we Pareto improve \(X\) in a way as described in Lemma 3.5, agent 1 needs to keep \(o_1\). Then for agent 1’s utility to strictly increase, it has to give out \(o_2\) to agent 2 without receiving any other item. This makes agent 2’s utility strictly decrease and will hence not obtain any allocation Pareto dominating \(X\). (2) Lemma 4.4 Pareto improves an allocation by implementing trading cycles within it. However, there is no trading cycle in \(X\) since \(\{o_k \in X_i \mid u_i(o_k) \leq u_i(o)\}\) for all \(o \in O\). Therefore, the series of Pareto improvements by implementing trading cycles and exchanging items while keeping the lightest item in each bundle will terminate at \(X\), not being able to obtain any further allocation that Pareto dominates \(X\). However, \(X\) is Pareto dominated by the following PROPX and PO allocation, meaning that a combination of Lemma 3.5 and Lemma 4.4 is not adequate for obtaining a PROPX and Pareto optimal allocation under the general case of PROPX allocations without any restrictions.